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DEPARTMENT OF INDUSTRY, SCIENCE AND RESOURCES
MS23-000500
To: Minister for Industry and Science (For Information only)
LAUNCH OF THE RESPONSIBLE Al INDEX REPORT BY THE GRADIENT INSTITUTE

Timing: Routine

Recommendation:

1. That you note the upcoming launch of the 2023 Responsible Al Index Report by the
Gradient institute during the first week of April and the opportunity to make comments

to the media.
Noted / Please Discuss
Minister: Date:
Comments:
Clearing s22 General Manager, Ph: s22
Officer: Emerging Technologies | Mob:s22
Branch, Technology
and Digital Division
Contact Officer. | s22 Manager, Al Policy Ph:s22
Section, Emerging Mob: s22
Technologies Branch,
Technology and Digital
Division
For Parliamentary Services’ use only. 171312023
Date Submitted to the Minister’s office in PDMS:

Key Points:

1. The Gradient institute will be launching the 2023 Responsible Al Index Report (the
report) in the first week of April (embargoed copies of the report and infographic are at
Attachment A). This is the second Responsible Al Index Report to be released, with the
inaugural report released in 2022.

2. Looking at 2022, the 2023 report found:

a. At an overall level, there has been little change since 2021 in the overall
performance of Australian organisations in developing and implementing
Responsible Al systems. Performance is higher for those with the CEO leading the
Al strategy.

b. Compared with 2021, more organisations are taking an enterprise-wide approach for
the development of Al which is tied to the wider business strategy across all
divisions.
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3.

c. Encouragingly, awareness of Australia’s Al Ethics principles has increased since
2021. There is also a high level of agreement with statements about how
organisations have developed Al systems consistent with the intent of each principle.

d. Organisations that are more mature in their deployment of Responsible Al, are likely
to see significant gains in terms of competitive advantage, with the benefits
outweighing the costs.

This index is an opportunity to benchmark the success of our policies and initiatives,
such as the recently launched Responsible Al Network. We will use this report moving
forward on existing and new policy initiatives as a measure of success.

The Gradient Institute has advised that they intend to pitch an exclusive interview to the
Australian Financial Review. They have noted that they would like to have your
comments for the interview as well. If you wish to be involved we can approach the
Gradient Institute with your interest.

Background:

5.

The Responsible Al Index report is a study of over 400 Australian-based organisations
and their awareness of, intentions around, and use of Responsible Al practices. This
report was launched in partnership with IAG and Transurban.

The report aims to provide a comprehensive assessment and to track the status, in
Australian-based organisations, of: 1) Al maturity and, 2) the extent to which Al is being
deployed responsibly to mitigate potential risks, and 3) to make recommendations as to
how organisations may use Al responsibly.

Sensitivities and Handling: Nil.

Data referenced:
SA7E(d)

Consultation: Nil.

Attachment

A:

Responsible Al Index infographic and report
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The 2022 Responsible Al Index is grounded in a robust quantitative methodology.

Research Aim Sample

The sample for the study was made up of:

To provide a comprehensive assessment and to * Organisations based in Australia
track the status, in Australian-based organisations, + Al Strategy Decision Makers (e.g., ClOs, CTOs,
of: CDOs, heads of data etc) working in organisations
1) Al maturity and, with 20 or more employees
2) the extent to which Al is being deployed « Covered a range of businesses by size, industry
responsibly to mitigate potential risks, and and location
3) to make recommendations as to how * Organisations that had deployed Al in their
organisations may use Al responsibly business or were planning to do so in the next 12
months
Topics covered Sample Size
MATURITY Al ETHICS N=439 RESPONDENTS
SEGMENTS Al USAGE PRINCIPLES
ACTIONS
ATTITUDES RNy SallSes TAKEN OR
PLANNED

LEX 73414 - FOI - Document 1

Source

B2B online panel

Methodology

10-minute online survey

Timing

Fieldwork was conducted 24" October - 9"
November 2022
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Human Principles and Fairness
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Degree of importance placed on human principles and fairness, and the tangible actions taken to address these, increases with maturity. Developing and Maturing
segments have undertaken the most substantive steps to help reduce bias and risk.

=5% Above/
Below total NET Planning Initiating Developing Maturing*
% TOP 2 BOX
Our Al systems should be designed to respect human rights, o o o o 909%
diversity, and the autonomy of individuals 40% 13% 31% 58% °
Our Al systems should be inclusive and accessible and should not
involve or result in unfair discrimination against individuals, 40% 15% 31% 55% 98%

communities, or groups

Our Al systems should be designed to benefit individuals, society, 39% 16% 299, 56% 83%
and the environment
% STRONGLY AGREE

Our Al systems are designed to be human-centered at their core 32% 4% 26% 47% 54%

We have robust systems and processes in place to minimise the

likelihood of our Al systems causing unfair treatment of individuals, 29% 10% 18% 47% 73%
communities or groups

Our Al systems generate quantifiable benefits to humans, society 27% 8% 20% 39% 54%
and the environment that outweigh the costs
% ACTIONS TAKEN OR PLANNED NEXT 12 MONTHS | Planned Taken | Planned Taken | Planned | Planned Taken | Planned
Reviewed Al algorithms for potential bias 45% 27% 399 56% 81%
Identified and assessed the risks and opportunities for human rights 44% 34% 33% 58% 71%
Reviewed underlying databases for potential bias 43% 30% 38% 52% 66%
Hired a more diverse workforce 35% 17% 34% 38% 71%
Hired non-technical consultants or professionals 31% 17% 27% 39% 48%
Deployed responsible Al software tools in the business 45% 31% 40% 52% 81%

Most organisations, especially the less mature, are not taking the necessary actions to elicit and assess potential impacts of Al systems, incorporate diversity, and

measure and improve system fairness.

Base: All respondents (n=439), Planning (n=51), Initiating (n=193), Developing (n=180), Maturing (n=15) *Note: Caution. low base
40 Q20. How important are the following considerations when developing Al systems in your organisation? TOP 2 BOX; Q4. For each of the following statements please indicate the extent to . : It " dicati

which you agree/disagree:? NET STRONGLY AGREE ; Q21. Has your organisation done any of the following as part of its approach to the deployment of Al?; Q22. Does your organisation size, results are indicative

plan to do any of the following in the next 12 months as part of its approach to the deployment of Al? only
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More mature cohorts are placing higher importance on system reliability, privacy and safety than less mature organisations, showing a higher likelihood to have taken
tangible actions.

Privacy & Reliability

=5% Above/
Below total NET Planning Initiating Developing Maturing*
% TOP 2 BOX
Our Al systems should reliably operate in accordance with their
intended purpose 44% 19% 36% 59% 90%
Our Al systems should respect and uphold privacy rights and data
protection and ensure the security of data 38% 12% 26% 58% 90%
% STRONGLY AGREE
Our Al systems comply with relevant privacy and security regulations 39% 12% 35% 49% 79%
Our Al systems are designed to be safe and to not harm or d;:sg(: 36% 1% 27% 549% 65%
% ACTIONS TAKEN OR PLANNED NEXT 12 MONTHS | Planned Taken | Planned Taken | Planned | Planned Taken | Planned
Monitored outcomes for customers or employees 46% 33% 41% 56% 65%
Reviewed the systems and processes used by Al vendors 45% 35% 36% 55% 73%
Hired technical consultants or professionals 43% 30% 37% 52% 81%

There is a gap between most organisations’ strategic intent and the actions undertaken to protect systems against attacks, and monitoring systems to ensure they
operate safely and reliably.

Base: All respondents (n=439), Planning (n=51), Initiating (n=193), Developing (n=180), Maturing (n=15)

41 Q20. How important are the following considerations when developing Al systems in your organisation? TOP 2 BOX; Q4. For each of the following statements please indicate the extent to
which you agree/disagree:? NET STRONGLY AGREE ; Q21. Has your organisation done any of the following as part of its approach to the deployment of Al?; Q22. Does your organisation
plan to do any of the following in the next 12 months as part of its approach to the deployment of Al?

*Note: Caution, low
base size, results are
indicative only
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Most organisations have not taken any actions to ensure transparency and explainability, contestability and accountability, even though these are deemed to be
important considerations. Encouragingly, some those in the Planning phase are taking practical steps to hold their leadership to account.

Transparency & Explainability, Contestability and Accountability

=5% Above/
Below total NET Planning Initiating Developing Maturing*
% TOP 2 BOX
When our Al systems significantly impact a person, community, o
group or environment, there should be a timely process to allow 41% 8% 31% 61% 100%
challenges
There should be transparency and responsible disclosure to ensure
Pelerey P 39% 13% 29% 57% 92%

people know when they are being significantly impacted by, or
engaging with, our Al systems

The people responsible for the different phases of Al system 39% 18% 27% 58% 90%
should be identifiable and accountable for its outcomes

% STRONGLY AGREE
Our leadership can be held accountable for the impact of their Al 32% 13% 26% A5% 529%

systems

29% 4% 19% 45% 75%
We are able to transparently show and explain how algorithms work

9 15% 9
We have a timely process in place to allow people to challenge the 26% 18% 37% 65%
use or outcomes of our Al systems
% ACTIONS TAKEN OR PLANNED NEXT 12 MONTHS | Planned Taken | Planned Taken | Planned | Planned Taken | Planned
Established responsible Al leadership group 45% 33% 449 48% 83%
Developed supporting materials to explain the Al inputs and
decision-making processes 42% 21% 39% 51% 92%

Engaged your business leadership on the issues around responsible 43% 34% 35% 53% 83%
Al

Set up recourse mechanisms 40% 23% 33% 51% 83%

Sourced legal advice around potential areas of liability 39% 42% 31% 44% 75%

This indicates that organisations need support to understand how to document design decisions, explain how models operate and make decisions, establish recourse

mechanisms and implement accountability practices.

Base: All respondents (n=439), Planning (n=51), Initiating (n=193), Developing (n=180), Maturing (n=15)

42 Q20. How important are the following considerations when developing Al systems in your organisation? TOP 2 BOX; Q4. For each of the following statements please indicate the extent to
which you agree/disagree:? NET STRONGLY AGREE ; Q21. Has your organisation done any of the following as part of its approach to the deployment of Al?; Q22. Does your organisation
plan to do any of the following in the next 12 months as part of its approach to the deployment of Al?

*Note: Caution, low
base size, results are
indicative only
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The National Artificial Intelligence Centre has worked with The Gradient Institute, with support from Fifth Quadrant, to conduct a review of responsible Al tools and

guidelines. The purpose of the review is to help businesses put the Australian Al Ethics Principles into practice in their organisations. The full report and summary of this
review can be downloaded from the NAIC's website. See links below.
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IAG is using artificial intelligence to predict whether a motor vehicle is a total loss after a car accident, improving customer experience by reducing insurance claims
processing times from over three weeks to just a few days.

How Predictive Total Loss Works

Predictive Total Loss automates business processes to deliver proactive and transparent customer communications that keep customers
informed at each stage of the motor total loss experience. It removes manual processing steps to settle customers’ claims sooner. In addition
to the positive impact to customer advocacy, Predictive Total Loss has:

* Put customers atthe centre ofth d i b i i th ttll i t | ecific customer problems and
pain points when a customer times and improve customer
experience after a car acciden

* Reduced claim cycle time and uctivity.

* Automated aspects of the tota m tens of thousands of manual
processes each month. This fr improved overall efficiencies of

the claims teams.
Application of Al Ethics Framework

Prior to deployment, Predictive Total Loss was evaluated using IAG’s established Al ethics framework and the Australian Government'’s
voluntary Al Ethics Principles to identify potential issues or risks prior to go-live, including:
* Human, social and environmental wellbeing: Making sure the objective of the project was to benefit IAG’s customers, with no other
conflicting objectives, and clearly documenting this to assist with ongoing monitoring.
* Reliability and safety: Experimentation to verify that customers had a positive experience and setting conservative thresholds for
modelling to help reduce the likelihood of wrongly predicted total losses.
* Fairness: Careful consideration of the potential benefits and harms of the system, including the distribution of benefits and harms

across the population.
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DEPARTMENT OF INDUSTRY, SCIENCE AND RESOURCES
MS23-000284
To: Minister for Industry and Science {(For Decision)

REQUEST FOR NATIONAL SCIENCE AND TECHNOLOGY COUNCIL {(NSTC) TO
COMMISSION RAPID REPORT ON ARTIFICIAL INTELLIGENCE

Timing: Urgen’

Recommendation:

1. That you sign the letter to the Chief Scientist at Attachment A requesting the NSTC to
commission a rapid response report on the opportunities and impacts of Artificial
Intelligence (Al).

Signed / Not signed

Minister: Date:
Comments:
Clearing Officer: Head of Division, |
Technology and
Digital
Contact Officer: General Manager,
Emerging
Technologies Branch

For Parliamentary Services’ use only.

Date Submitted to the Minister's office in PDMS: 16/2/2023

Key Points:

1. OpenAl's launch of ChatGPT in November 2022 has seen growing community
awareness of generative Artificial Intelligence (Al}, and the opportunities and risks
associated with widespread use of the technology. In particular, media coverage has
focussed on job security and concerns about the integrity of academic credentialing.

3. you have the
opportunity to ask the National Science and Technology Council {NSTC) to commission
a rapid response report on the opportunities and impacts of Al.
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4.

Following discussions with your office, we recommend you direct the NSTC to provide
expert advice to the following two questions:

a. What are the opportunities and risks of applying large language models and
multimodal machine learning technologies over the next two, five and ten years?

b. What are some examples of strategies that have been put in place internationally by
other advanced economies since the launch of models like ChatGPT to address the
potential opportunities and impacts of Al?

Based on these questions, Professor Genevieve Bell has provided the expert insight as
to three things the response is likely to focus on:

a. “A short description of what generative Al actually is (ie: what is ChatGPT and why it
is part of a broader set of work)

b. What is the emergent opportunity space, and current moves globally. (I think it is far
harder to predict what this space will look in the 2-10 year area, as my best guess is
that we are in the middle of the Gartner hype curve ascent right now, and everyone
is a bit exuberant).

c. And what are the emergent responses (again bearing in mind the above).”

If you agree to this request, we have prepared a letter for your signature at Attachment A
to Australia’s Chief Scientist, Dr Cathy Foley, who is Executive Officer for the NSTC.

a. The next meeting of the NSTC is currently scheduled for 30 March 2023 and the
agenda will include discussion of its forward workplan.

Rapid Report:

7.

A rapid report typically takes four to six weeks to develop and deliver to the department
upon receipt of your request. They provide a short (no more than 1500 words) review
into specific areas, commissioned independently and peer reviewed by experts.

NSTC reports are typically commissioned to only provide advice, rather than policy
recommendations. Upon delivery of the report to the department, the decision to release
publicly will be made in conjunction with your office.

Professor Genevieve Bell is best placed in the NSTC to sponsor this report.
These questions have been sent to her for her expert opinion.

Sensitivities and Handling:

10_334

Data referenced: Nil.

Consultation: YES

11. Office of the Chief Scientist, Science Division.
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ATTACHMENT

A: Proposed letter to Dr Foley to commission the Al rapid report
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THE HON ED HUSIC MP
MINISTER FOR INDUSTRY AND SCIENCE

MS23-000284

Dr Cathy Foley AQ PSM
Australia’s Chief Scientist
GPO Box 2013
CANBERRA ACT 2601

Dear Dr Foley

I am writing to ask the National Science and Technology Council (the Council) to commission
a rapid response report on recent developments in Artificial Intelligence (AI).

In particular, I welcome the Council’s views on large language models and multi modal
models, such as ChatGPT, Bard and Stable Diffusion. I am seeking the Council’s expert advice
and opinion in response to the following questions:

1. What are the opportunities and risks of applying large language models and multimodal
machine learning technologies over the next two, five and ten years?

2. What are some examples of strategies that have been put in place internationally by
other advanced economies since the launch of models like ChatGPT to address the
potential opportunitics and impacts of AI?

I would appreciate the delivery of this advice to my department by the end of April 2023.

Yours sincerely

Ed Husic MP

Parliament House Canberra ACT 2600 Telephone (02) 6277 7070





