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DEPARTMENT OF INDUSTRY, SCIENCE AND RESOURCES 

MS23-000500 

To: Minister for Industry and Science (For Information only) 

LAUNCH OF THE RESPONSIBLE Al INDEX REPORT BY THE GRADIENT INSTITUTE 

Timing: Routine 

Recommendation: 

1. That you note the upcoming launch of the 2023 Responsible Al Index Report by the

Gradient institute during the first week of April and the opportunity to make comments

to the media.

Minister: 

Comments: 

Clearing s22 

Officer: 

Contact Officer: s22 

For Parliamentary Services' use only. 

Noted / Please Discuss 

Date: 

General Manager, Ph: s22 

Emerging Technologies Mob:s22 

Branch, Technology 

and Digital Division 

Manager, Al Policy Ph: s22 

Section, Emerging Mob: s22 

Technologies Branch, 

Technology and Digital 

Division 

17/3/2023 

Date Submitted to the Minister's office in PDMS: 

Key Points: 

1. The Gradient institute will be launching the 2023 Responsible Al Index Report (the

report) in the first week of April (embargoed copies of the report and infographic are at

Attachment A). This is the second Responsible Al Index Report to be released, with the

inaugural report released in 2022.

2. Looking at 2022, the 2023 report found:

a. At an overall level, there has been little change since 2021 in the overall

performance of Australian organisations in developing and implementing

Responsible Al systems. Performance is higher for those with the CEO leading the

Al strategy.

b. Compared with 2021, more organisations are taking an enterprise-wide approach for

the development of Al which is tied to the wider business strategy across all

divisions.
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c. Encouragingly, awareness of Australia’s AI Ethics principles has increased since
2021. There is also a high level of agreement with statements about how
organisations have developed AI systems consistent with the intent of each principle.

d. Organisations that are more mature in their deployment of Responsible AI, are likely
to see significant gains in terms of competitive advantage, with the benefits
outweighing the costs.

3. This index is an opportunity to benchmark the success of our policies and initiatives,
such as the recently launched Responsible AI Network. We will use this report moving
forward on existing and new policy initiatives as a measure of success.

4. The Gradient Institute has advised that they intend to pitch an exclusive interview to the
Australian Financial Review. They have noted that they would like to have your
comments for the interview as well. If you wish to be involved we can approach the
Gradient Institute with your interest.

Background: 

5. The Responsible AI Index report is a study of over 400 Australian-based organisations
and their awareness of, intentions around, and use of Responsible AI practices. This
report was launched in partnership with IAG and Transurban.

6. The report  aims to provide a comprehensive assessment and to track the status, in
Australian-based organisations, of: 1) AI maturity and, 2) the extent to which AI is being
deployed responsibly to mitigate potential risks, and 3) to make recommendations as to
how organisations may use AI responsibly.

Sensitivities and Handling: Nil. 

Data referenced:  

Consultation: Nil. 

Attachment 

A: Responsible AI Index infographic and report 
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The 2022 Responsible AI Index is grounded in a robust quantitative methodology.

M E T H O D O L O G Y

B2B online panel

MATURITY 
SEGMENTS

AI USAGE
AI ETHICS 

PRINCIPLES

ATTITUDES
ORGANISATIONAL 

STRATEGIES

ACTIONS 
TAKEN OR 
PLANNED

Research Aim

Fieldwork was conducted 24th October – 9th

November 2022

10-minute online survey

Objectives Audience Methodology

Topics covered

To provide a comprehensive assessment and to 
track the status, in Australian-based organisations, 
of: 

1) AI maturity and,
2) the extent to which AI is being deployed 

responsibly to mitigate potential risks, and 
3) to make recommendations as to how 

organisations may use AI responsibly

Sample

Sample Size

The sample for the study was made up of: 
• Organisations based in Australia
• AI Strategy Decision Makers (e.g., CIOs, CTOs, 

CDOs, heads of data etc) working in organisations 
with 20 or more employees

• Covered a range of businesses by size, industry 
and location

• Organisations that had deployed AI in their 
business or were planning to do so in the next 12 
months

N=439 RESPONDENTS 

Source

Timing

Methodology
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INDUSTRY PROFILE 
.- . . . . . ,,. . .. . . .. .... . 

Respondent organisations represent a range of industries which have been organ ised into seven d ifferent g roups. 

INDUSTRY GROUPS 

Agriculture, Forestry or Fishing ■ 1% 

I 
27% 

Mining ■ 1% Production 
Manufacturing 25% 

Construction 8% I 8% 
Construction 

Electricity, Gas, Water & Waste Services (Utilities) ■ 2% 

I 
6% Wholesale Trade 

Transport, Postal & Warehousing 
- 2% Utilities & Transport 
- 2% 

Retail Trade 12% 

I 
13% 

Accommodation & Food Services (incl. cafes, restaurants) I o.6% Retail & Hospitality 
Arts & Recreation Services (incl . cultural, sporting clubs, gyms) I o.3% 

Education & Training 5% I 10% 
Health Care & Social Assistance (incl. medical, aged care, chi ldcare) 5% Health & Education 

Information, Media & Telecommunications 8% I 8% 
Technology & Telecommunications 

Financial & Insurance Services 12% 
Professional, Scient ific & Technical Services 12% 

28% 

Administrative & Support Services ■ 2% 
Services 

Rental, Hiring & Real Estate Services I o.6% 
Other Services 

I o.a% 

Please note that due to an overrepresentation of respondents in the Technology & Telecommunications sector in the 2022 sample, the sample has been weighted back 
to the 2021 sample to enable comparability between the 2021 and 2022 Responsible Al Index. 

I 
Base: Total respondents (n=439) 

4 56. In which industry does your business operate? ••• acaresearch 



SAMPLE PROFILE 
.- . . . . . ,,. . .. . . .. .... . 

The sample is based on ro les with significant influence over the Al strategy of organisations with at least 20 employees. The sample covers a range of organ isation sizes 
and locations, with a mix of A l usage. All organ isations were either using Al or planning to implement Al in the next 12 months. 

USE OF Al 

Currently use Al broadly I 
across our business 

Currently use Al within a 
limited part of our business 

We are in the process of 
implementing Al 

I 

We intend to implement Al I 
within the next 12 months 

23% 

11% 

LEVEL OF INVOLVEMENT 

Helping to 
lead or 
implement 
strategy and 
execute 
initiatives 

Responsible 
for developing 

the strategy 
and executing 

initiatives 

Base: Total respondents (n=439) 

JOB TITLE 

Chief Information/Tech. Officer 

Head of Analytics - 15% 

General Manager - 12% 

Chief Executive Officer - 9% 

Owner/Partner/Director - 8% 

Chief Operating Officer - 7% 

Divisional GM/Director - 7% 

Chief Data Officer - 5% 

Chief Customer Officer 1% 

CMO/Head of Marketing 1% 

Head of Innovat ion I 1% 

Other I 2% 

GENDER 

31 % 

51. Which of the following statements best describes your organisation's use of Al? 
52. Which of the following best describes your level of involvement in decisions around the use and 
implementation of artificial intelligence within your company? 

BUSINESS SIZE 

33% 20 - 249 
20-99 Employees 

1 00-249 Employees 

• 28% ---------L_ _____ _ 

' . 

· 22% --------------J 

250-999 Employees 28% ---------; 

1000+ Employees · 21 % _______________ ; 

BUSINESS LOCATION 

53. What is your role in the organisation? 
54. How many full-time employees does your company employ in Australia? 
55. Where is your company's Australian head office located? 
58. Are you .. . ? 

250+ 



LEX 73414 - FOi - Document 1 

CONTENTS 

1. BACKGROUND 

2. THE RESPONSIBLE Al INDEX 

3. THE STATE OF Al IN AUSTRALIA 

4. Al ETHICS PRINCIPLES 

5. PRINCIPLES IN PRACTICE 

6. BRIDGING THE GAP 



INTRODUCING THE RESPONSIBLE Al INDEX 
.- . . . . . ,,. . .. . . .. .... . 

To understand how organ isations are using and developing Al in a responsible manner, a maturity model was created based on how respondents rated the ir 
organisation across a battery of statements about responsible Al and actions taken to implement Al in a responsible way, combined to provide a total score out of 100. 

,----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------, 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

: The maturity model is built on : Weighted to account for¾ of the model: : 
I I 

: 1. Self-assessed performance on 16 : 
I I 

: statements about Responsible A l : 
I I 

: across five categories: : 
: Combined to provide a : 
: i. Strategy & Leadership final score out of 100: : 
I I 

: ii. Governance : 
I I 

: 75% : , iii. People & Skil ls , 
I I 
I I 

: iv. Data & Security 25% : 
I I 

: v. Monitoring & Review : 
I ~---- I I I 
I I 

: Weighted to account for ¼ of the model: : 
I 75% I 

I ~-----------------~ I I I 
I I 
I I 
I I 
I I 

: 2. A tally ofthe number of actions 25% : 
: taken to implement Al responsib ly ~--- : 
: from a tota l list of 13 actions : 
I I 
I I 
I I 
I I 
I ~-----------------~ I 
I I 
I I 
I I 
I I 
I I ~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------J 

fifth I ,,.._ .... quaarant 7 



THE RESPONSIBLE Al MATURITY ASSESSMENT FRAMEWORK: PERFORMANCE ASSESSMENT 
.- .... . ,,. . ... . .. .... . 

The performance assessment component of the model is based on a self-assessed rating of performance (score 0-10) on the fo llowing categories: 

• Rout inely monitoring A l systems using clear metrics designed to t rigger suitable corrective o r remediat ion action when Al systems are not working as 
MONITORING intended, for example monitoring of b ias and the accuracy of decisions 

& REVIEW • Where decisions have a mate rial impact on individuals, comm unit ies or g roups conducting a regular, independent peer review of all aspects of Al-systems 
and t heir impact 

._,- - t~~ rant 
8

1 03. Using a scale of Oto 10, where O is an Extremely poor performance and 10 is an Excellent performance, how would you rate your organisation's performance in the following areas regarding the use of Al? 



THE RESPONSIBLE Al MATURITY ASSESSMENT FRAMEWORK: PERFORMANCE ASSESSMENT 
.- . . . . . ,,. . .. . . .. .... . 

The behavioural component of the model is based on the number of actions taken by the organ isation out of the 13 possible options below. This component corrects 
any over-rating by respondents of their self-assessed performance: 

fifth 
9

1 021. Has your organisation done any of the following as part of its approach to the deployment of Al? ,,.._ .... quaarant 



BUILDING THE MATURITY MODEL 
.- . . . . . ,,. . .. . . .. .... . 

While the first five dimensions were given equa l weight to each other in the model to represent the attitud inal component, the sixth behavioura l dimension is weighted 
to be¼ of the tota l score to reflect the importance of act ions according w ith self-reported behaviours. After calculat ion, the total score was rebased to 100. 

,----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------, 
I _--~ I 
I I 
I I 
I I 

I -------~ I : STRATEGY & LEADERSHIP : 
I I 
I I 
I .__,._~ I 
I I 
I .__. I 
I I 
I I 
I I 

: GOVERNANCE : 
I I 
I I 
I I 
I I 

I ,___. ---~ I I I 
I I 
I I 
I I 
I I 

: DATA&SECURITY : 
I I 

: MATURITY : 
I ,_ __ ~ I 

: MODEL ~ : 
I I 

: /100 : 
: PEOPLE & SKILLS : 
I I 
I I 
I I 
I I 

I - -~ I I ,____ I 
I I 
I I 
I I 
I I 
I I 

: MONITORING & REVIEW : 
I I 
I I 

I ---~ I 

! -------~~~ RESPONSIBLEACTIONS ! 
I I 
I I 
I I 
I I ~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------J 

fifth I ,,.._ .... quaarant 1 O 



THE RESPONSIBLE Al MATURITY ASSESSMENT FRAMEWORK: PERFORMANCE ASSESSMENT .- . . . . . ,,. . .. . . .. .... . 
Respondents rated their organisation's performance from 0-10 on the Strategy & Leadership d imensions through individual statements, w ith results in 2022 showing a 
sim ilar distribution of scores across each attribute, with top 2 box scores typically higher than those in 2021. 

% of respondents who rated themselves 0-6 I (7-8) / (9-10) in each area 

Having a leadership team that is clearly accountable for the impact of Al 
systems 

Having a leadership team who are demonstrably committed to the 
responsible use of A l 

Having a st rategy in place for the responsible use of Al which stays up to 
date with emerging best practice and international frameworks, and is 

reviewed on an ongoing basis 

Having formal organ isational routines (for example rewards, recognition, 
etc.) to incentivise responsible use of A l 

.. . . 

The most notable uplift in performance is in having a regularly reviewed strategy in p lace for the responsible use of Al. 

41% 33% 2021 

48% 34% 2022 

43% 33% 2021 

45% 35% 2022 

47% 28% 2021 

44% 35% 2022 

42% 29% 2021 

44% 31% 2022 

fifth I Base: 2021: Total respondents (n=416) 
- - q LJa CJra n t 11 2022: Total respondents (n=439) 

03. Using a scale of Oto 10, where 0 is an Extremely poor performance and 10 is an Excellent performance, how would you rate your organisation's performance in the following areas regarding the use of Al? 



THE RESPONSIBLE Al MATURITY ASSESSMENT FRAMEWORK: PERFORMANCE ASSESSMENT .- . . . . . ,,. . .. . . .. .... . 
Respondents also rated their organisation's performance on Governance dimensions, showing similar d ist ributions across statements in 2022, again typ ically higher than 
2021 resu lts, except having an ethical framework in p lace. 

Having appropriate mechanisms in place to allow individuals materially 
impacted by an Al-driven decision to understand and/or challenge that 

decision 

Scrutinising the systems and processes used by potential Al suppliers to 
ensure they are designed to not harm, deceive or cause unfair treatment 

of individuals, communities or groups 

Having robust processes to ensure all Al systems are compliant with 
relevant regulation and laws 

Having an ethical (or equivalent risks) framework in place to ensure Al­
systems are formally assessed consistently against clear standards that 

account for its impacts on individuals, communities and groups 

% of respondents who rated themselves 0-6 I 7-8 / (9-10) in each area 

.. .. 

.. . . 

... 

30% 2021 

36% 2022 

28% 2021 

35% 2022 

32% 2021 

38% 2022 

30% 2021 

30% 2022 

The most notable uplift in performance is in scrut inising the systems provided by A l vendors to ensure they do not cause harm or unfa ir treatment. 

fifth I Base: 2021: Total respondents(n=416) 
._,_ ,..qLJaCJrant 12 2022: Total respondents (n=439) 

03. Using a scale of Oto 10, where 0 is an Extremely poor performance and 10 is an Excellent performance, how would you rate your organisation's performance in the following areas regarding the use of Al? 



THE RESPONSIBLE Al MATURITY ASSESSMENT FRAMEWORK: PERFORMANCE ASSESSMENT .- . . . . . ,,. . .. . . .. .... . 
Respondents rated organ isational performance on the Data & Security dimensions in 2022 sim ilar to 2021 results. 

% of respondents who rated themselves 0-6 I 

Having robust systems and processes in place to ensure personal 
information used or created by Al systems is appropriately protected 

Reviewing underlying databases for potential bias to help ensure Al 
systems do not resu lt in unfair treatment of or discrimination against 

individuals, commun ities or groups 

Having documented policies and processes in place to quickly respond to 
and resolve any adverse customer outcomes caused by the unauthorised 

use of Al systems 

44% 

45% 

44% 

44% 

42% 

48% 

/ (9-10) in each area 

29% 2021 

31% 2022 

30% 2021 

30% 2022 

31% 2021 

29% 2022 

Given recent high profile data breaches, it is concern ing that around a quarter of organisations g ive themselves a relatively low score, below seven out of ten, on criteria 
relating to data and security. 

fifth I Base: 2021: Total respondents (n=416) 
._,_ ,..qLJaCJrant 13 2022: Total respondents(n=439) 

03. Using a scale of Oto 10, where 0 is an Extremely poor performance and 10 is an Excellent performance, how would you rate your organisation ·s performance in the following areas regarding the use of Al? 



THE RESPONSIBLE Al MATURITY ASSESSMENT FRAMEWORK: PERFORMANCE ASSESSMENT .- . . . . . ,,. . .. . . .. .... . 
Respondents rated organisational performance on the Data & Security dimensions similar to 2021. 

Including both technical and non-technical consultants or p rofessionals 
(e.g . social scientists, psychologists, ethicists, legal experts) as well as 

customer representatives to review Al systems for the potential for harmful 
outcomes to customers 

Hiring/engaging a diverse (different cu ltu res, genders, etc.) workforce to 
consider broader perspectives and consideration of risks into the 

development process 

Ensuring Al system designers and developers are appropriately skilled 
and knowledgeable about the ethical implications of their work, includ ing 

risks of d iscrimination and b ias and techniques to address these 

% of respondents who rated themselves 0-6 I (7-8 / (9-10) in each area 

28% 2021 

29% 2022 

:.I :.I·. 29% 2021 

30% 2022 

30% 2021 

:.I : •• 28% 2022 

This relatively stagnant performance on people and skil ls may reflect the challenging labour market conditions during the COVID-19 pandemic with restrictions in place 
on the hire of international talent. 

fifth I Base: 2021: Total respondents(n=416) 
._,_ ,.. ;.J t 14 2022: Total respondents (n=439) 

qLJauran 03. Using a scale of Oto 10, where 0 is an Extremely poor performance and 10 is an Excellent performance, how would you rate your organisation's performance in the following areas regarding the use of Al? 



THE RESPONSIBLE Al MATURITY ASSESSMENT FRAMEWORK: PERFORMANCE ASSESSMENT 
.- . . . . . ,,. . .. . . .. .... . 

Monitoring & Review dimensions showing positive improvement in scores compared with 2021. 

Routinely monitoring Al systems using clear metrics designed to trigger 
suitable corrective or remediation action when Al systems are not working 
as intended, for example monitoring of bias and the accuracy of decisions 

Where decisions have a material impact on individuals, communities or 
groups conducting a regu lar, independent peer review of all aspects of Al­

systems and their impact 

% of respondents who rated themselves 0-6 I 7-8 / (9-10) in each area 

42% 27% 2021 

.. . . 40% 32% 2022 

.. . . 45% 28% 2021 

44% 31% 2022 

The most notable uplift in performa nce is in routine ly monitoring Al systems using metrics to trigger remedial action when systems are not working as intended. 

fifth I Base: 2021: Total respondents(n=416) ._,_ ,..qLJaCJrant 15 2022: Total respondents (n=439) 
03. Using a scale of Oto 10, where 0 is an Extremely poor performance and 10 is an Excellent performance, how would you rate your organisation's performance in the following areas regarding the use of Al? 



THE RESPONSIBLE Al MATURITY ASSESSMENT FRAMEWORK: ACTIONS TAKEN 
.- ..... ,,..... . ... ... . 

The behavioural component of the maturity model takes into account a range of practices that can be ta ken to support the respons ible deployment of Al. Concerningly, 
fewer organisations are employing these practices in 2022, when compared to 2021 results . 

Has your organisation done any of the following as part of its approach to the deployment of Al? % of respondents who toolc this action ■ 

• 

STRATEGY& 
LEADERSHIP 

Ii GOVERNANCE 

• DATA & SECURITY 

D PEOPLE & SKILLS 

. • MONITORING & 
REVIEW 

Reviewed global best practices and frameworks 

Engaged your leadership teams on issues around responsible Al 

Reviewed the systems and processes used by Al vendors 

Evaluated the risks and opportunities for human rights 

Developed materials to aid decision making processes 

Reviewed underlying databases for potential bias 

Hired technical consu ltants or professionals 

Consulted specialists in ethical Al 

Hired a more diverse workforce 

Hired non-technical consultants or professionals 

Reviewed Al algorithms for potential bias 

Monitored outcomes for customers or employees 

Sourced legal advice around potential areas of liability 

24% 

30% 

23% 

28% 

25% 

31% 

22% 

29% 

26% 

27% 

23% 

30% 

24% 

34% 
24% 

33% 
18% 

24% 

16% 

23% 

26% 
31% 

25% 

30% 

23% 

25% 

This may ind icate an appreciation of the challenges involved when developing Al responsibly and points to a need for resources to guide organ isations towards 
frameworks and tools which can help them deploy A l systems responsibly. 

fifth I Base: 2021: Total respondents (n=416) ._,_ ,..qLJaCJrant 16 2022: Totalrespondents(n=439) 
021. Has your organisation done any of the following as part of its approach to the deployment of Al? 

2021 data 



RESPONSIBLE Al MATURITY SEGMENTS 
.- . . . . . ,,. . .. . . .. .... . 

The Index identifies four levels of maturity regarding an organisation's approach to Responsible Al. 

,----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------, 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

: Planning Initiating : 
I I 
I I 

: • Early stage of Al deployment • Lack confidence to deploy Al : 
I I 

: • Focused on quickly reaping commercial • Lack of knowledge about Responsible Al : 
I I 

: benefits of Al automation without pausing • Lack leadership support : 
: to factor in ethical implications : 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

! Maturing Develo ·ng ! 
I I 

: • Implemented auditing processes for Al • Developed guidelines for responsible : 
: _._ • Strong focus on the moral and ethical use of Al : 
: __ ... implications of using Al technologies • Strong culture of data protection and : 
I • I 

: • Uses external specialists and advisors secu nty : 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I ~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------J 

fifth I ,,.._ .... quaarant 17 



RESPONSIBLE Al MATURITY INDEX 
.- . . . . . ,,. . .. . . .. .... . 

Most organisations sit within the Init iating and Developing groups. In 2022, the strongest shift is from Planning to Initiating, and there is a decline in the size of the 
Maturing group. 

- - t~~rant 
18

1 Base: All respondents (n=439), Planning (n=51 ), Initiating {n=193), Developing (n=180), Maturing (n= 1 SJ 



RESPONSIBLE Al MATURITY INDEX BY BUSINESS SIZE 
.- . . . . . ,,. . .. . . .. .... . 

As w ith 2021, business size is not a strong indicator of maturity. Smal ler compan ies are taking a more mature approach to Responsible A l, now with the highest maturity 
score overall. 

- - t~~rant 
19

1 Base: All respondents (n=439), Planning (n=51 ), Initiating {n=193), Developing (n=180), Maturing (n= 1 SJ 



RESPONSIBLE Al MATURITY INDEX BY INDUSTRY 
.- . . . . . ,,. . .. . . .. .... . 

The Technology & Telecommunications industry shows a higher level of maturity compared to other industries, whilst Construction companies are the least mature, 
showing a higher likelihood to be planning their approach to Responsible Al, rather than initiating. 

- - t~~ra n t 20 I Base: All respondents (n=439), Planning (n=51 ), Initiating {n=193), Developing (n=180), Maturing {n= 15) Note: The RAI Index by industry groups are not t racked against 2021 as the 
industry groupings for 2022 are different. 



RESPONSIBLE Al MATURITY INDEX BY CEO INVOLVEMENT 
.- . . . . . ,,. . .. . . .. .... . 

Organ isations where the CEO is responsible for driving the Al strategy are more mature than those where the CEO is not taking the lead. More of these organ isations are 
in the Developing and Maturing phase, compared to organisations overal l, therefore showing a higher li kelihood to be already deploying and using Al. 

,----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------, 
I I 
I I 
I I 
I I 

: CEO RESPONSIBLE : 
: CEO NOT RESPONSIBLE FOR A l STRATEGY - 66.0 : 
I I 

: FOR Al STRA T EGY - 60 . 7 : 
I ___ .:..------- I I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

: _____ 7% -- 38% 48% ~-7% : 
I ~-- I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I I ___________________ I 

I I 
I I I __________________ ....,_ I 

I I 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
Organisations that have the CEO leading the Al strategy are more likely to invest in developing their culture and governance processes so as to elevate RAI practices to 
a level of standard routine. 

- - t~~rant 21 I Base: CEO responsible for Al strategy(n=126), Planning (n=l), Initiating {n=47), Developing (n=65), Maturing (n=l) 



CURRENT CAPABILITY TO BUILD RESPONSIBLE Al .- . . . . . ,,. . .. . . .. .... . 
The Developing and Mature segments highly rate their ability to design and bu ild a responsible A l system. 

Austra lian organisations that are Plann ing to deploy Al recognise there are gaps in their capabilities to do th is ethica lly and respons ibly, whilst those Initiating are less 
unsure, but are stil l not completely confident. Those in the Developing and Maturing segments show more confidence in their capabilities . 

._,_ ,..fifth I Base: All respondents (n=439), Planning (n=51 ), Initiating (n=193), Developing (n=180), Maturing (n= 15) q LJaCJ rant 22 024. Overall, on a scale of Oto 10, how do you rate your organisation's current capability to design and build a responsible Al system? 
"Note: Caution, low 

base size, results are 
indicat ive only 
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USE OF Al .- . . . . . ,,. . .. . . .. .... . 
Overa ll use of A l in organ isations is in line w ith 2021, but its now less limited to parts of the business, w ith more organ isations using it broadly. This is especially true 
amongst the Developing cohort. 

The Initiating cohort is becoming more confident in its ability to deploy Al responsibly before the technology becomes more widely deployed across the business. 

fifth I ,,.._ .... quaarant 24 
Base: 2021: All respondents (n=416), Planning (n=83), Initiating (n=140), Developing (n=160), Maturing (n=33) 
2022: All respondents (n=439), Planning (n=S 1 ), Initiating (n= 193), Developing (n= 180), Maturing (n= 15) 
51. Which of the following statements best describes your organisation's use of Al? 

"Note: Caution, low 
base size, results are 

indicative only 



ORGANISATIONAL STRATEGY FOR Al 
.- . . . . . ,,. . .. . . .. .... . 

6 out of 10 organisations now have an enterprise-wide Al strategy, with the Planning cohort shifting from recognition of need to developing Al strategies for specific 
business functions, whilst the Initiating cohort is now taking a more holistic business-wide view. 

The Initiat ing cohort need to continue the transition from opportunistic and tactica l Al decision-making to a more strategic orientation. 

fifth I ,,.._ .... quaarant 25 
Base: 2021: All respondents (n=416), Planning (n=83), Initiating (n= 140), Developing (n=160), Maturing (n=33); 
2022: All respondents (n=439), Planning (n=51 ), Initiating (n= 193), Developing (n= 180), Maturing (n=15) 
Q 1. Thinking about your organisation's strategies, do you have a strategy for the development of Al (Artificial Intelligence) that is tied to your wider business strategy that covers all organisational 
divisions? 

"Note: Caution, low 
base size, results are 

indicative only 



KEY ROLES FOR DRIVING Al STRATEGY .- . . . . . ,,. . .. . . .. .... . 
Chief Information Officers remain the key figure in an organisation responsible for driving the A l strategy, but businesses w ith their CEO driving the Al strategy are much 
more likely to have an enterprise-wide Al strategy and as indicated previously, score higher on the RAI Index. 

:------------------------------------------------- Who in your organ isation is responsib le for driving the organisation's Al strategy? ·-----------------------------------------: 
I I 
I I 
I I 
I I 
I I 
I I 

: Chief lnformation/T echnology Officer {CIO/CTO) 59% : 
: Organisations that have an enterprise-wide : 
: Chief Executive Officer (CEO) 30% ► Al strategy tend to have a CEO personally : 
: invested in driving Al strategy : 
I I 
I I 
: Head of Analytics/Al/Data Science 24% : 
I I 
I I 
I I 

: Chief Operations Officer (COO) 21% of o rgan isations that : 
I I 

: have Al strategy tied : 
: Chief Data Officer 21% to all divisions say : 
I I 

: t heir CEO drives Al : 

: Chief Marketing Officer (CMO)/ Director of Marketing - 13% ---~ strategy : 
I I 
I I 
I I 
1

1 h f ffi - 11°' ', C ie Customer O Icer (CCO) '° 
I I 
I I 
I I 

I - I 
1

1 
Head of Innovation 9% 1

1 of o rgan isations that 
I I : 2 3 <¾ have Al strategy tied to : 
: Chief Financial Officer (CFO) 9% O some divisions say their : 
I I 
: CEO drives Al strategy : 
I I 

: Head of Legal/General Counsel/Chief Legal Officer 6% ---~ : 
I I 
I I 
I I 

: Head of Risk/Compliance I 4% : 
I I 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
Having a CEO driving A l strategy ensures accountability and a more strategic Al orientation across the business. 

Base: Respondents that have a strategy for developing Al (n=398) 
02. Who in your organisation is responsible for driving the organisation's Al strategy? Select all that apply. 
Q1. Thinking about your organisation's strategies, do you have a strategy for the development of Al (Artificial Intelligence) that is tied to your wider business strategy that covers all organisational divisions? 



KEY ADOPTION DRIVERS FOR Al 
• ..,,.l - • , 1 _ ~ ;r.~:,. 11r1,u:.i J •,& • • ., • • ••T. ~ ~ • ·• _ r,: ••!.! 1;.i • 

whole business, including increased security 

,------------------------------------------------------------------------- -- Adoption drivers for Al ·------------------------------------------------------------------------- -, 
: ♦ ♦ = 5% Above/ : 

!, Belowtotal I NET I Planning I Initiat ing I Developing I Maturing !, 

: % TOP 2 BOX ________ ____________ _____ _______ _______ : 

I -,-----=::-, -,--------==~ I I -. .... , I 

: Improve operat ional efficiency 1 ------=-=-a 3 Ma ♦ 1 ♦ 1 ------==... i' i' : 
I -------::-~ -------==-a I 
I - - I : Improve analytics and decision making 3 _____ ._ ♦ ♦ 3 ------==-=:..1 i' 3 i' : 
I -----, ------=~ I 

: Improve employee productivity ..,_ _______ ..., II ♦ ♦ ..._------===-- 3 - • : 
I I 

: To improve security ~ ♦ ♦ i' 2 -ti : 
I .a I 
I I 

: Improve marketing accuracy/efficiency Ill ♦ - ♦ i' i' : 

I ----------- ---------- ------------------------- I 
I ~ ----- ------------------- ----------- ------------------------- I 

I I I 

I I 

I •◄ -------:--, I : Reducingoperatingcosts 2 ______ 2 Ill• 2......- ♦ ♦ 3--♦ : 
I I 
I -----~ I 
: Increased revenue L..-----=:a=..i Ill ♦ 3 ♦ i' 2 ♦, : 
I I 
I I 
I -------------------------------------- --------------------- ----------~ I 
I I 

I -------,:=-~ I 

: Improving the customer experience 3 ------=-- - ♦ 2 ..Jlllllllllla ♦ i' i' : 

I -------=-~ --- ------=::-, I : Create innovat ive products and solut ions 3 ______ 1 if:ij • ♦ 2 -------==='-' i' i' : 
I I 
I I 
I ~ --- ------- ___________ 

11

~~~- ---------------------------------------------_, I 

i I Keep up with competitors 1 Mf:kj ♦ ♦ ♦ ♦ j 

l ____ lncreasedspeedtomarket ___________ 11111 ♦------------ ', ♦ ♦ 1 • 1 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
The A l use cases for the less mature segments may be more limited, though they may also not fully understand the full benefits of Al to their business . 

._,_ ,..fifth I Base: All respondents (n=439), Planning (n=51 ), Initiating (n=193), Developing (n=180), Maturing (n= 15) qLJaCJrant 27 05. How important are the following factors in the decision to deploy Al in your organisation? TOP 2 BOX 
"Note: Caution, low 

base size, results are 
indicat ive only 



OUTCOMES OF Al 
.- . . . . . ,,. . .. . . .. .... . 

Organ isations are discovering multiple benefits of A l, especially in improving security, enabli ng product and service innovation to help them keep pace with their 
competitors. 

,--- ---------------------------------------------------------------------------- - Benefits of Al ------------------------------------------------------------------------------- -, 
: ♦ • = 5% Above/ : 

: Belowtotal I I I I : : NET Planning Initiating Developing/Maturing* : 

: % TOP 2 BOX __________ __________ _____ _____ -------------~ : 
I I 

I ----=::-, ------:-, I 
I 1 .._.._ 2 I 
: Improve security 1 -----==.., 0% ..., 2 ...-.:ia • •· ♦ : 
I ---=-i I 

: Improved operat ional efficiency 3 ___ __, I 1% • - • ♦ : 
I -------, I 

: Improved employee productivity 3 --=-=.. 2 • 5% • II.ml • 1 ♦ : 
I I 

: Improved marketing accuracy/efficiency 0% • -· • ♦ : 
I I 
I I 

: Improved analytics and decision making 2 .. 5% • - • ♦ : 
I I 
I -----------------------------------------------------------~ I 

I I I 

I I 

I •◄ I 1
1 2 . S°'o ■ 3 -.._,..,._ .. , ■ ♦ 11 Increased revenue " ..., ...allllliliiia ..., 
I I 

: d d -· I i % ■ ~ ■ ♦ :, 
1 

Re uce operating costs ..., _,_ ..., 
1 

I I 
I ---- ------------ ---------------------------------------------~ I 
I I 

I ·~--=:--. -------=~ I 

:, 1 1 ,.... 10% . -· • 2 • :, 
1 Created innovative products & solut ions --:_-:_-:_-=._-=._~':_:=-- ..-i -_-_-_-_-_-_-_-_-_-;;:~ 1 

: 3 -·· • 3 ♦ : : Improved customer experience -----.. O% • ------=:.=,1 : 

I I 

I ==~~~~~~-----------------------------------------------------_, I 

i I Kept up with compet itors 
2 • • • O% • 

1 ,.... • ♦ ! 
: 2 ]1 5% . - • • :, 
: Increased speed to market , 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
The achievement of security outcomes is important in the context of recent data breaches. However, those in the planning stage do not see this as an outcome for the 
business which reflects their inexperience. This group may benefit from case studies about how a responsible approach to Al can improve data security and privacy. 

fifth I ,,.._ .... quaarant 28 
Base: Current Al users (n=282), Planning (n=23), Initiating (n= 126), Developing (n= 123), Maturing (n= 10) 
06. To what extent has Al has enabled your organisation to achieve the following outcomes? TOP 2 BOX 

" Note: Developing and Maturing segment combined as base 
size for Maturing segment was too small 



USE OF Al ACROSS BUSINESS AREAS 
.- . . . . . ,,. . .. . . .. .... . 

Al is most common ly used in IT, security and analytics with both Developing and Maturing segments sign ificantly more likely to be using Al to support all areas of their 
organisation than less mature groups. 

,-----------------------------------------------------------------------• Use of Al in Key Business Areas ------------------------------------------------------------------ -, 
I I 

: ... 4, = 5%Above/ : 

: Belowtotal I I I I : 1
1 

NET Planning Initiating Developing/Maturing* 1
1 

1 % TOP2BOX 
1 

I I 
I ______ I 

: IT Operations 43% I 5% 4, 1 ..JIii 32% 4, 1 62% : I ______ __. ... I 

I ____ I 

: Security 39% 2 ~ 10% 4, I 30% 4, 3 _____ 56% • : 
I I 

I ----- I 
: Data Analytics 38% I 5%4, - 27% 4, .,__ ____ _, 57% ... : 
I I 
I ____ ____ I 

: Process Optimisat ion and Automat ion ..._ ___ _. 38% 0% 4, - 25% 4, 2 60% • : 
I I 
I ____ ____ I 

: Asset Management and Maintenance ____ 35% 0% 4, - 23% 4, ..._____ 55% ... : 
I I 
I _____ I 

: Contact Centre 35% 0% 4, - 24% 4, ____ 54% ... : 
I I 
I ---~ ____ I 

: Marketing ___ 35% I 6% 4, 3 l■II 28% 4, ____ 48% ... : 
I I 

I ---~ I 
: F. d A • 34% 2 'Ill 10% 4, - 21% 4, 53% ... 1

, 
1 

mance an ccountmg Al 
1 

I ----- I 

: K I d M iiiiii• 34% I 5% ■ - 21% --- 54% ... 
1
1 

1 
now e ge anagement ..., ..., ____ 

1 

l C R I • h. M 33% 1 ]I 14%4, - 20% 4, ----- so% ... :, 
1 

ustomer e at 1ons 1p anagement ____ 
1 

I I 

: Supply Chain and Logistics 33% 3 ) 7% 4, - 19% 4, ■■■■■ 53% • : 
I I 

I ---- I 
: Recruitment 31% 0% 4, - 20% 4, .,__ ____ 51% ♦ : 
I I 

I ---- I 
: E I P rf d D I 31% I 1% ■ - 22% ■ 47% ♦ 1

1 
1 

mp oyee e ormance an eve opment ..., ..., -----
1 

I ___ ---- I 

: Sales ..._ __ _, 29% I 5% 4, - 21% 4, ____ 42% ♦ : 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
The main applications for in A l are in business functions which have processes that can be easily automated and scaled, such as analytics. A l is used less frequently in 
other areas which require more human interactions, such as CRM, HR and sales . 

._,_ ,..fifth I Base: Current Al Users (n=282), Planning (n=23), Initiating (n= 126), Developing (n= 123), Maturing (n=10) q LJaCJ rant 29 07. To what extent are you using Al across the following areas of your organisation? TOP 2 BOXhave 

"Note: Developing and Maturing segment combined as base 
size for Maturing segment was too small 



Al USE CASES FOR CUSTOMERS 
.- . . . . . ,,. . .. . . .. .... . 

Organ isations are looking to deploy Al to provide year-round, 24/7 service to customers; less mature groups limited Al use across customer touchpoints, focussing more 
on supporting customers interactions with dig ital channels. 

,--- ---------------------------------------------------------------------- - Use of Al for Customers ------------------------------------------------------------------------- -, 
I I 

: ... • = 5%Above/ : 

: Belowtotal I I I I : 
: % TOP 2 BOX NET Planning Initiating Developing/Maturing* : 
I I 
I I 
I I 

I - JIii I 
1
1 38% O°' ._ 1 30% • 55% ... 1

1 Provid ing year-round, 24/7 customer service 0 70 ..., o 
I I 
I I 

I -------- I : Using previously provided information to - 3 ~ ■ - 2 : 
: provide a personalised service 36% ~ S% ..., 21% • ________ 58% • : 
I I 
I I 

: Improving consistency of customer interactions - ~ - : 
: with your organisation 36% 3 S% • 19% • 1 60% • : 
I ~ I 
I I 
I I 

:, Supporting customers when interacting with - 36% 1 ] 9% • 2 ...... 23% • 55% ... :, 
your organisat ion 's digital channels 1111111111111 

I I 
I I 

: Recommending additional products o r services - ] - : 
: based on previous interactions 36% 1 9%• 3 22% • 56% • : 
I I 
I _______ I 
: A ltering manner o r style of communication - I • : 
: based on previous interactions 33% 1%• 17%• 3 57% • : 
I I 
I I 
I I 

! Providing improved security for customers - 31% 3 ~ 5% • • 17% • 52% ... l 
I I 
I I 

I - ) - I 

1
1 29°' 2 7% ■ 20°'o ■ 45% ... 1

1 A ltering pricing based on previous interactions 70 ..., 7 ' ..., 0 
I I 
I I 
I I 

I - • I 
: Retargeting with marketing based on 28% O% • lS% • 45% ... : 
1 previously expressed interests 1 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
The less mature groups see fewer opportunities to use A l to engage with customers. 

fifth I ,,.._ .... quaarant 30 
Base: Current Al Users (n=282), Planning (n=23), Initiating (n= 126), Developing (n= 123), Maturing (n=10) 
QB. To what extent is your organisation using Al to do the following for your customers? TOP 2 BOX 

" Note: Developing and Maturing segment combined as base 
size for Maturing segment was too small 



Al PROJECTS MAKING IT TO PRODUCTION 
.- . .. . . .. ,,. . .. . . .. .... .. 

Around half of Al projects succeed and make it into p rod uct ion, w ith success rates typ ica lly improving as an orga nisation matures. 

,----------------------------------------------------------------- % of Al projects making it to p rod uction ----------------------------------------------------------------, 
: ♦ ♦ = 5% Above/ : 

i Below,ot,I I NET I Planning I Initiating I Developing/Maturing• i 
: /, .... -- .......... \ / , , .. -...... ,\ ,,,, .. --.... \ ,,,, ........... ,,\ : 
: { 49.5 ) ( 40.0 ) { 46.9 ) ( 54.4 ) : : \ ......... __ ,,,,,,, \ ,, ..... __ .. , /' \"-. .. __ .. ,,/ \ ,, .. ___ ..... ,/ : 
I I 

! 20% or less 5% 1 9% I 2% 1 8% ! 
I I 
I I 
I I 

I ---~ I I I 

: 21 % to 40% 28% 38% ♦ 36% ♦ 17% • : 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

: 41 % to 50% 22% 23% 23% 22% : 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

: 51 % to 60% 17% 28% 17% 16% : 
I I 
I I 
I I 
I I 
I I 

I I I 

: 61%to 80% 20% l% • 22% 23% : 
I I 
I I 
I I 
I I : I I : : 81 % or more 0% 3% ♦ 14% ♦ : 
I S% I 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
Pract ices to test A l systems for re liability and safety in a controlled environment using accurate and representat ive data should help to m it igate any unintended, 
negative impacts of p roject s before they ma ke it into production . 

._,_ ,..fifth I Base: Current Al Users (n=282), Planning (n=23), Initiating (n= 126), Developing (n= 123), Maturing (n=10) qLJaCJrant 31 09- What percentage of your Al projects have worked as a proofof concept, and made it into production? 

" Note: Developing and Maturing segment combined as base 
size for Maturing segment was too small 



MAIN REASONS WHY Al PROJECTS DO NOT MAKE IT TO PRODUCTION .- . . . . . ,,. . .. . . .. .... . 
Al projects do not make it into production due to a combination factors including data availability and quality, funding, skill gaps and technology infrastructure 
requirements. 

,-----------------------------------------------------------------------· Barriers to Al project implementation ·---------------------------------------------------------------, 
: -t- ♦ = 5% Above/ 

Below tota l 

A belief that customers would react negatively to A l 

Lack of data/poor quality data 

Lack of people with the right skills 

Lack of budget/funding 

Lack of defined implementation p lan/roadmap 

Lack of organ isational commitment/leadership/management 
support 

Lack of alignment between departments 

Inadequate technology infrastructure and systems 

Lack of multi-disciplinary teams/collaboration 

An unclear understanding of relevant regulations and laws 

I NET 

24% 

23% 

23% 

23% 

----- ' 

I Planning 

-
23% 

El 

-
Ill 

-----

I Initiating 

22% 

25% 

- ' 

- ' 

- ' 

I Developing/Matudng' 

30% 

28% 

28% 

23% 

27% 

24% 

-
24% 

24% 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I ~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 

Organisations should consider factors such as data quality and quantity, and infrastructure requ irements when piloting and testing A l systems, using resources that 
provide gu idance on how to transition from pilot studies to a production scale deployment. 

._,_ ,..fifth I Base: Current Al Users projects not worked (n=273), Planning (n=23), Initiating (n=126), Developing (n= 117), Maturing (n=7) qLJaCJrant 32 010- What are the main reasons why Al projects do not make it into production in your organisation? Select all that apply. 
" Note: Developing and Maturing segment combined as base 

size for Maturing segment was too small 



OTHER REASONS WHY Al PROJECTS DO NOT MAKE IT TO PRODUCTION .- . . . . . ,,. . .. . . .. .... . 
As an organisation's approach to responsible A l matures, barriers around the co-ordination of strategy and initiatives emerge. 

,-----------------------------------------------------------------------• Barriers to Al project i m p l em entation • -------------------------------------------------------------- -, 
: ♦ ♦ = 5% Above/ : 

: Belowtotal I I I I : 
: NET Planning Initiating Developing/Maturing* : 
I I 
I I 
I I 
I I l Too many other competing priorities - - - ♦ l 
I I 
I I 

! Initiatives are not properly coordinated as part of an overall strategy - - - - l 
I I 
I I 
I I 
1 

A l isperceivedtobetoo risky - - - -
1 

: ' ' I ' ' • ' ' • ' ' : 

I I 
I I 
I I 

: Lack of processes and procedures to manage risk and compliance - - ■ ♦ ♦ : 
I I 
I I 
I I 

: Lack of transparency about how our A l systems make decisions and - ♦ II·,, ■ - ·, : 
1 recommendations '· • 1 
I I 
I I 
I I l Businesscaseforvalueofinvestmentnotsupported - - - - ! 
I I 
I I 

A non-Al approach is more suitable for the function . 
::, - ·· •·· •·· - ·· ::, 

I I 
I I 

: Rejected by an ethics/risk assessment or review - - ♦ II ♦ - : 
I I 
I I 
I I 

: Al goals and strategy not defined - · II II - : 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
Those in the planning phase find transparency and explainabil ity to be challenging and would benefit from using tools and gu ideli nes to overcome these barriers . 

._,_ ,..fifth I Base: Current Al Users projects not worked (n=273), Planning (n=23), Initiating (n=126), Developing (n= 117), Maturing (n=7) qLJaCJrant 33 010- What are the main reasons why Al projects do not make it into production in your organisation? Select all that apply. 

" Note: Developing and Maturing segment combined as base 
size for Maturing segment was too small 
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FEDERAL GOVT. Al ETHICS PRINCIPLES 
.- . . . . . ,,. . .. . . .. .... . 

The elements of the Department of Industry's Al Ethics Principles were incorporated into the questionnaire, and are examined in more detail in this section of the report 
to identify the gap between attitudes towards respons ible A l and the steps that organisations are taking to implement A l responsib ly. 

e HUMAN PRINCIPLES 
~ PRIVACY AND 
~ RELIABILITY 

HUMAN, SOCIAL & HUMAN-CENTERED PRIVACY RELIABILITY & 
ENVIRONMENTAL VALUES 

FAIRNESS PROTECTION & SAFETY 
WELLBEING SECURITY 

Throughout their /ifecycle, Throughout their lifecycle, Throughout their lifecyc/e, Throughout their lifecyc/e, Throughout their lifecyc/e, 
Al systems should benefit Al systems should be Al systems should respect Al systems should respect Al systems should reliably 

individuals, society and the inclusive and accessible, human rights, diversity, and and uphold privacy rights operate in accordance with 
environment and should not involve or the autonomy of individuals and data protection, and their intended purpose 

result in unfair ensure the security of data 
discrimination against 

individuals, communities or 
groups 

• A l system objectives • A l systems need to • A l systems need to • Ensuring respect for • Ensures Al syst ems 
should be clearly be aligned with be fair and enable privacy and data are reliable, accurate 
identified and human values and inclusion throughout protection, including and reproducible 
justified enable an equitable their lifecycle proper data 

• Al syst ems should and democrat ic governance and 
• A l systems should be 

society 
• Should be user-

management 
adopt safety 

used to benefit al l centric, designed to measures that are 
human beings, • Must respect, protect allow all people to • A lso ensures proportionate to the 
including future and promote human interact with it appropriate data and magnitude of 
generations rights 

• Measu res should be 
A l system security potential risks 
measures are in 

• Positive and negative • Should be designed taken to ensure Al 
p lace, including the 

• Responsibility should 
impacts should be to augment, produced decisions identification of be clearly and 
accounted for complement and are compliant with 

potential security 
appropriately 

throughout the empower human anti-discrimination 
vu lnerabi lities and 

identified, for 
lifecycle of all cognitive, social and laws 

assurance of ensuring that an A l 
legitimate internal cu ltural ski lls 

resi lience to 
system is robust and 

business process Al adversarial attacks safe 
systems 

fifth 
quaarant 35 1 

Department of industry: "Al ETHICS PRINCIPLES" 

~ t@! INTEGRITY 
~ 

TRANSPARENCY & 
EXP LAI NABILITY 

CONTEST ABILITY 

There should be When an Al system 
transparency and significantly impacts a 

responsible disclosure to person, community, group 
ensure people know when or environment, there 
they are being significantly should be a timely process 
impacted by an Al system, to allow people to 

and can find out when an Al challenge the use or output 
system is engaging with of the Al system 

them 

• Transparency • Knowing that redress 
through responsib le for harm is possible, 
disclosure when an when things go 
Al system is wrong, is key to 
significant ly ensuring public trust 
impacting on a in Al 
person's life 

• Needs to be 
• Information provided sufficient access to 

in a timely manner, t he information 
with reasonable available to the 
justifications for the algorithm and 
Al systems outcomes inferences drawn, to 

make contestabi lity 
• Aims to ensure 

effective 
people have the 
ability to find out 
when an A l system is 
engaging with t hem 

ACCOUNTABILITY 

Those responsible for the 
different phases of the Al 
system /ifecyc/e should be 

identifiable and 
accountable for the 

outcomes of the Al systems, 
and human oversight of Al 
systems should be enabled 

• Organisations/ 
individuals should be 
identifiable and 
ensure responsibility 
for A l systems and 
their outcomes both 
before and after their 
design, 
development, 
deployment and 
operation 

• They must consider 
the appropriate level 
of human control or 
oversight for the 
particular A l system 
or use case 



AWARENESS OF FEDERAL GOVT. GUIDELINES .- . . . . . ,,. . .. . . .. .... . 
Awareness of the Department of Industry Al Ethics Principles is higher in 2022 across all maturity segments. 

:---------------------------------------------------- Awareness of Austra lian Federal Department of Industry's Al principles -----------------------------------------------: 
I I 
I I 
I I 

! I NET I I :, : I Planning I Initiating Developing Maturing* : 

I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

: YES : 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

: NO 55% : 
I I 

: 43% 43% 46% 43% : 
I I 

: 30% 32% : 
: 24% : 
I I 
I I 
I I 
I I 
I I 
I I 

: 2021 2022 2021 2022 2021 2022 2021 2022 2021 2022 : 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
There is a cont inued opportun ity to increase awareness of the Al Ethics Principles amongst the less mature groups to further increase industry engagement on the 
benefits of a responsib le approach to Al. This should be supported by gu idance on how to pract ically implement the eight Principles. 

fifth I Base: 2021: All respondents (n=416), Planning (n=83), Initiating (n=140), Developing (n=160), Maturing (n=33) 
._,_ ,.. ;.J t 36 2022: All respondents(n=439), Planning (n=59), Initiating (n=193), Developing (n=180), Maturing (n=15) q LJau ran 015. The Australian Federal Department of Industry has developed a set of Al principles. Prior to taking part in this survey, were you aware of these principles? 

*Note: Caution, low 
base size, result s are 

indicative only 



Al STANDARDS .- . . . . . ,,. . .. . . .. .... . 
Even though most organisations claim to have formal Al standards in p lace, these may not be across al l functions where A l is used. 

:------------------------------------------------------------· Does your Organ isation have Al Standards in Place? ------------------------------------------------------------: 
I I 
I I 
I I 

j I NET I Planning I Initiating I Developing I Maturing* 20-99 1 100-249 1 250-499 1 1000+ i 

I I 
I I 
I I 
I I 
I I 
I I 
I I 

: YES, across all : 
: business : 
: functions where : 
: Al is used : 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

: YES, across : 
: some business : 
: functions : 
: where A l is : 
: used : 
I I 
I I 
I I 
I I 
I I 

I I I I I 
I NO • . I 
I • • I 
I • • I 
I I 
I I 

: NOT SURE ---- ~--- ---- ~--- ---- ~--- ---- ---- : 
I I 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
As organisations become more mature in their development and use of A l, they learn how to develop and apply standards across all business functions where Al 
is used. 

fifth I ,,.._ .... quaarant 37 
Base: All respondents (n=439), Planning (n=59), Initiating (n=193), Developing (n=180), Maturing (n=15), 20-99 employees(n=144), 100-249 employees (n=BS), 250-999(n=113), 1000+ (n=97) 
014. Thinking now more broadly about the ethics and principles relating to Al, does your organisation have any formal Al standards or guidelines in place? 

"Note: Caution, low 
base size, results are 

indicat ive only 
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Al PRINCIPLES .- . . . . . ,,. . .. . . .. .... . 
Most respondents agree that their organisation is broadly following the stated intent of the Australian Al Ethics Principles, most notably for Privacy and Protection, 
Reliability and Safety, and Accountability. Agreement is lowest for Human-Centred Va lues, Fairness and Contestability. 

:--- -------------------------------------------------------- -· Al Principles ·----------------------------------------------------------- -: 
I I 
I I 
I I 
I I 
I I 

i St,ongly Ag••• I Agcee I Neithec I Disagcee Stcoogly Disagcee % NET AGREE i 
I I 

: ACCOUNTABILITY : 
: Our leadership can be held accountable for the impact of their Al systems % 83% : 
I I 
I I 
1 RELIABILITY & SAFETY ---..,_ 1 

: Our Al systems are designed to be safe and to not harm or deceive people % 82% : 
I I 
I I 

: PRIVACY PROTECTION & SECURITY _____ : 
: Our Al systems comply with relevant privacy and security regulations 2% 82% : 

I ------- I I I 
1 TRANSPARENCY & EXPLAINABILITY 1 
I I 
1 We are able to transparently show and explain how algorithms work 1 

: 2% 80% : 
: HUMAN, SOCIAL AND ENVIRONMENTAL WELLBEING : 
: Our Al systems generate quantifiable benefits to humans, society and the : 
: environment that outweigh the costs 3% 78% : 
I I 

: CONTESTABILITY : 
: We have a timely process in place to allow people to challenge the use or : 
I 4~ 76o/o 
1 outcomes of our Al systems o : 
I I 
I I 

: FAIRNESS ___ ----- : 
1 We have robust systems and processes in place to minimise the likelihood of our Al __ ......, 3% 76% 1 

: systems causing unfair treatment of individuals, communities or groups : 
I I 

I -----.----~ I : HUMAN-CENTRED VALUES I•• 2% 75% :, 
1 Our Al systems are designed to be human-centered at their core -----"'-----=-

1 
I I 
I I 
I I 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
This level of agreement is encouraging but does not align with the overall Responsible Al Index scores, which may indicate a gap between strategic intent and the 
actions taken by organ isations to put the Australian Al Ethics Princip les into practice. 

fifth I ,,.._ .... quaarant 39 
Base: All respondents (n=439), Planning (n=51 ), Initiating (n=193), Developing (n=180), Maturing (n= 15) 
04. For each of the following statements please indicate the extent to which you agree/disagree 



40

Reviewed AI algorithms for potential bias

Identified and assessed the risks and opportunities for human rights

Reviewed underlying databases for potential bias

Hired a more diverse workforce

Hired non-technical consultants or professionals

Deployed responsible AI software tools in the business

Our AI systems are designed to be human-centered at their core 

We have robust systems and processes in place to minimise the 
likelihood of our AI systems causing unfair treatment of individuals, 

communities or groups

Our AI systems generate quantifiable benefits to humans, society 
and the environment that outweigh the costs 

Most organisations, especially the less mature, are not taking the necessary actions to elicit and assess potential impacts of AI systems, incorporate diversity, and 
measure and improve system fairness.

Base: All respondents (n=439), Planning (n=51), Initiating (n=193), Developing (n=180), Maturing (n=15)
Q20. How important are the following considerations when developing AI systems in your organisation? TOP 2 BOX; Q4. For each of the following statements please indicate the extent to 
which you agree/disagree:? NET STRONGLY AGREE ; Q21. Has your organisation done any of the following as part of its approach to the deployment of AI?; Q22. Does your organisation 
plan to do any of the following in the next 12 months as part of its approach to the deployment of AI?

Degree of importance placed on human principles and fairness, and the tangible actions taken to address these, increases with maturity. Developing and Maturing 
segments have undertaken the most substantive steps to help reduce bias and risk.

H U M A N  P R I N C I P L E S

Our AI systems should be designed to respect human rights, 
diversity, and the autonomy of individuals

Our AI systems should be inclusive and accessible and should not 
involve or result in unfair discrimination against individuals, 

communities, or groups

Our AI systems should be designed to benefit individuals, society, 
and the environment

% STRONGLY AGREE

% TOP 2 BOX

C
O

N
S

ID
E

R
A

T
IO

N
S

P
R

IN
C

IP
L

E
S
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A
C

T
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N
S

40%

40%

39%

32%

29%

27%

45%

44%

43%

35%

31%

45%

26%

22%

23%

18%

16%

22%

Taken | Planned

13%

15%

16%

4%

10%

8%

27%

34%

30%

17%

17%

31%

16%

17%

13%

9%

6%

13%

31%

31%

29%

26%

18%

20%

39%

33%

38%

34%

27%

40%

21%

15%

18%

19%

12%

19%

58%

55%

56%

47%

47%

39%

56%

58%

52%

38%

39%

52%

33%

30%

30%

20%

24%

25%

90%

98%

83%

54%

73%

54%

81%

71%

66%

71%

48%

81%

46%

63%

39%

37%

37%

54%

Taken | Planned Taken | Planned Taken | Planned Taken | Planned

=5% Above/ 

Below total Planning Initiating Developing Maturing*NET

Human Principles and Fairness

*Note: Caution, low base 
size, results are indicative 

only
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Our AI systems comply with relevant privacy and security regulations 

Our AI systems are designed to be safe and to not harm or deceive 
people

There is a gap between most organisations’ strategic intent and the actions undertaken to protect systems against attacks, and monitoring systems to ensure they 
operate safely and reliably.

Base: All respondents (n=439), Planning (n=51), Initiating (n=193), Developing (n=180), Maturing (n=15)
Q20. How important are the following considerations when developing AI systems in your organisation? TOP 2 BOX; Q4. For each of the following statements please indicate the extent to 
which you agree/disagree:? NET STRONGLY AGREE ; Q21. Has your organisation done any of the following as part of its approach to the deployment of AI?; Q22. Does your organisation 
plan to do any of the following in the next 12 months as part of its approach to the deployment of AI?

More mature cohorts are placing higher importance on system reliability, privacy and safety than less mature organisations, showing a higher likelihood to have taken 
tangible actions.

P R I V A C Y  A N D  R E L I A B I L I T Y

Our AI systems should reliably operate in accordance with their 
intended purpose

Our AI systems should respect and uphold privacy rights and data 
protection and ensure the security of data

% STRONGLY AGREE

% TOP 2 BOX
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S
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L

E
S

% ACTIONS TAKEN OR PLANNED NEXT 12 MONTHS

A
C

T
IO

N
S Monitored outcomes for customers or employees

Reviewed the systems and processes used by AI vendors

Hired technical consultants or professionals

44%

38%

39%

36%

46%

45%

43%

25%

25%

24%

Taken | Planned

19%

12%

12%

11%

33%

35%

30%

18%

17%

15%

36%

26%

35%

27%

41%

36%

37%

22%

19%

22%

59%

58%

49%

54%

56%

55%

52%

30%

33%

26%

90%

90%

79%

65%

65%

73%

81%

39%

48%

73%

Taken | Planned Taken | Planned Taken | Planned Taken | Planned

=5% Above/ 

Below total Planning Initiating Developing Maturing*NET

Privacy & Reliability

*Note: Caution, low 
base size, results are 

indicative only
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Our leadership can be held accountable for the impact of their AI 
systems 

We are able to transparently show and explain how algorithms work 

We have a timely process in place to allow people to challenge the 
use or outcomes of our AI systems

This indicates that organisations need support to understand how to document design decisions, explain how models operate and make decisions, establish recourse 
mechanisms and implement accountability practices.

Base: All respondents (n=439), Planning (n=51), Initiating (n=193), Developing (n=180), Maturing (n=15)
Q20. How important are the following considerations when developing AI systems in your organisation? TOP 2 BOX; Q4. For each of the following statements please indicate the extent to 
which you agree/disagree:? NET STRONGLY AGREE ; Q21. Has your organisation done any of the following as part of its approach to the deployment of AI?; Q22. Does your organisation 
plan to do any of the following in the next 12 months as part of its approach to the deployment of AI?

Most organisations have not taken any actions to ensure transparency and explainability, contestability and accountability, even though these are deemed to be 
important considerations. Encouragingly, some those in the Planning phase are taking practical steps to hold their leadership to account.

I N T E G R I T Y

When our AI systems significantly impact a person, community, 
group or environment, there should be a timely process to allow 

challenges

There should be transparency and responsible disclosure to ensure 
people know when they are being significantly impacted by, or 

engaging with, our AI systems

The people responsible for the different phases of AI system 
should be identifiable and accountable for its outcomes

% STRONGLY AGREE

% TOP 2 BOX

C
O

N
S
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T
IO

N
S

P
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IN
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L

E
S

% ACTIONS TAKEN OR PLANNED NEXT 12 MONTHS

A
C

T
IO

N
S

Established responsible AI leadership group

Developed supporting materials to explain the AI inputs and 
decision-making processes

Engaged your business leadership on the issues around responsible 
AI

Set up recourse mechanisms

Sourced legal advice around potential areas of liability

41%

39%

39%

32%

29%

26%

45%

42%

43%

40%

39%

27%

26%

23%

23%

23%

Taken | Planned

8%

13%

18%

13%

4%

15%

33%

21%

34%

23%

42%

27%

10%

17%

13%

27%

31%

29%

27%

26%

19%

18%

44%

39%

35%

33%

31%

25%

22%

18%

19%

16%

61%

57%

58%

45%

45%

37%

48%

51%

53%

51%

44%

28%

31%

28%

28%

29%

100%

92%

90%

52%

75%

65%

83%

92%

83%

83%

75%

46%

92%

48%

46%

46%

Taken | Planned Taken | Planned Taken | Planned Taken | Planned

=5% Above/ 

Below total Planning Initiating Developing Maturing*NET

Transparency & Explainability, Contestability and Accountability 

*Note: Caution, low 
base size, results are 

indicative only
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RESPONSIBLE Al PRACTICES UNDERTAKEN BY Al USERS .- . . . . . ,,. . .. . . .. .... . 
Among organisations who have deployed Al, most have only implemented a limited number of responsib le Al practices. Even the more mature segments have only 
implemented an average of 4.3 practices out of a total of 15 that were shown to respondents. 

:----------------------------------------------------------------- Approach to deployment of Al -----------------------------------------------------------------: 
1 ♦ • = 5% Above/ 1 

: Below tota I I ,,,-------,, I ,,,-------..,, I ,,,------, I ,,-------, : 
I / \ g/ ' ' 1 : NET { 3.6 i Planning i, 3.1 j Initiating ~ 3.0 j Developin Maturing* ( 4.3 ) : 

l HUMAN, SOCIAL & ENVIRONMENTAL WELLBEING \, ____ ,/ ,, ____ ,/ ',, ____ ,/ , _____ ,/ : 

: Conducted impact assessments :::~::: lffl1II MfM Jd : 
: Rej ected or substantially modified an Al proj ect due to the recommendations of an ethics or risk ♦ : 
1 assessment or review @Pf:I 44½1 IIIB • 1 
I I 
I I 

: HUMAN-CENTEREDVALUES - , •, ■ --11:T:i~ ♦ : 
1 14$11 aJili:IIIT J.W , 
1 Developed best practice g uidelines 1 
I I 
I I 

: FAIRNESS MM Nil : 
: Used software tools that support the development of responsible Al : 
I I 

I --IE'lr.r:!i. ■-11:'1:or:'IJI■ ■-11:'1=-r:!I■ I , PRIVACY PROTECTION & sEcuR1TY it.ta 1w1 1-ta ** , 
I --- ---- I 
: Conducted technical reviews JM _.....,.,.,., J.¥"41 ♦ : 
: Monito red industry standards OR : 
1 Conducted risk assessments 1 
I I 
I I 

I --1:'1:!i- ---- ■---- ---- I 
: RELIABILITY & SAFETY iiM ,_ 4#21 4-SM : 
: Implemented mechanisms for monitoring and improvement : 

: TRANSPARENCY & EXPLAINABILITY AWi Mil )Wil Mil : 
1 Brought people into the build process to challenge the work undertaken 1 
I I 

I --- --- I : CONTEST ABILITY 2:d HM HM • : 
: Set up recourse mechanisms : 
I _ _....,,,,. I 

: ACCOUNTABILITY 1:d • ::::;;;:. • : 
: Provided ethics tra ining fo r employees lffl1II ).jr}.j . ♦ : 
I ---- I 
: Consulted with subject matter experts on A l risk management or responsible A l MfM lffl1II !Im --:.:.:llilla : 
1 Collaborated with external bodies o r agencies ---■ ■••=n:• ♦ 1 , J,a ~ ■ lllmitl iw , 
1 Set up internal governance processes _a.:i_,:,i_:,i,:._■ aJiii:111 ...,. • ' --"""'"""'• 1 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
This may indicate lack of understanding about the potential risks and benefits of A l, a lack of resources or expertise to implement responsible Al practices, and a lack of 
incentives to do so. 

fifth I ,,.._ .... quaarant 43 
Base: Current Al Users (n=282), Planning (n=23), Initiating (n= 126), Developing (n= 123), Maturing (n= 10) 
023. Has your organisation done any of the following as part of its approach to the d eployment of Al? 

"Note: Developing and Maturing segment combined as base 
size fo r Maturing segment was too small 



CONCERNS ABOUT ORGANISATIONAL IMPACTS .- . . . . . ,,. . .. . . .. .... . 
At an organisational level, there is a level of concern about a range of impacts, including the reputational risk of negative customer feedback and damage to the brand. 

,------------------------------------------------------- Concerns surrounding the organisational impacts of Al ---------------------------------------------------------------, 
I I 
I I 
I I 
I I 

I I I 
: 7 - 8 Fairly Concerned I : : o - 6 Not Concerned 9 - 10 Very Concerned : 
I I 
I I 
I I 
I I 

: HUMAN, SOCIAL & ENVIRONMENTAL WELLBEING ------ ----------------------- : 
: Negative outcomes for individuals, groups or commun ities 37% -----------------~ : 
I ------- ------- I 
I I 
I I 
I I 
I I 

: HUMAN-CENTREDVALUES ------ ------- ------------------- : 
: Bias in decision making 34% : 
I ------ --------------------------- I I I 
I I 
I I 

: RELIABILITY & SAFETY ______ -------,------------------ : I I 

: Lack of cont rol over decisions 3 7% : 
I _______ -------------------------- I I I 
I I 
I I 
I I 

: TRANSPARENCY & EXPLAINABILITY ----- ----~-r----------------- : 
: Lack of transparency around decisions 34% : 
I ______ --------'-------------------- I I I 
I I 
I I 
I I 

I ______ ______ I : CONTEST ABILITY -------------------- : 
I N • f db k 34010 I , egat1ve customer ee ac ______ ic ___________________________ 

1 
I I 
I I 
I I 
I I 
I I 

: ACCOUNTABILITY ------- -------~ -----------------~ : 

: Potential brand or reputational damage 38% --------------------------~ : 
I ------- I 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
Concern is lowest about potential b ias in decision making from an organisation's Al systems, which, consistent w ith other data, suggests that principles and practices 
relating to human-centred values are less of a priority . 

._,_ ,..fifth I Base: All respondents (n=439), Planning (n=51 ), Initiating (n=193), Developing (n=180), Maturing (n=15) q LJaCJ rant 44 012. Thinking about using Al systems within your organisation, how concerned are you about the following? 



CONCERNS ABOUT ORGANISATIONAL IMPACTS .- . . . . . ,,. . .. . . .. .... . 
The Maturing and Developing cohorts remain more concerned than the Plann ing and Initiating about a range of potential negative organ isational impacts of Al systems. 

This suggests that as an organ isation's approach to responsib le A l matures, the li kelihood of adverse events crysta lising becomes more apparent, necessitating the 
adoption of risk mitigation practices . 

._,_ ,..fifth I Base: All respondents (n=439), Planning (n=51 ), Initiating (n=193), Developing (n=180), Maturing (n=15) qLJaCJrant 45 012. Thinking about using Al systems within your organisation, how concerned are you about the following? TOP 2 BOX 
"Note: Caution, low 

base size, results are 
indicative only 



CONCERNS ABOUT SOCIETAL IMPACTS .- . . . . . ,,. . .. . . .. .... . 
There are also concerns at a societal level about the potential impacts of Al systems, including negative outcomes for individua ls, groups and communities. 

,------------------------------------------------------- Concerns surrounding the organisational impacts of Al ---------------------------------------------------------------, 
I I 
I I 

I I I I 

I I 

: O - 6 Not Concerned 7 - 8 Fairly Concerned 9 - 10 Very Concerned : 
I I 
I I 
I I 
I I 

: HUMAN, SOCIAL & ENVIRONMENTAL WELLBEING -----
33

% -----~ --------- : 
1 Negat ive outcomes for ind ividuals, groups, or communities ------ ------ •-------■ 1 
I I 

I ______ ______ -------- I 
: Lossofemployment ______ 36% ______ ________ : 
I I 

: Reduced business competition _______ _______ ------------. : 

: 38% ------- --------- : I ------- I 

: HUMAN-CENTREDVALUES _______ _______ _________ : 
: Unequal access for d ifferent segments of society _______ 38% _______ _________ : 
I I 

: Unethical use of Al by Government departments and agencies ______ ______ _________ : 
: 33% : 
I ------ ------ --------- I 

: FAIRNESS : 

: Bias in decision making ===========-= 36 % ============= ;:::::::::::::::: : 
I I 

: PRIVACY PROTECTION & SECURITY : 
I ----- ------ ---------- I : A l technologies fa lling into the wrong hands _____ 32% ______ __________ : 
I I 

: RELIABILITY & SAFETY ______ ______ --------~ : 
: Lack of control over decisions ______ 36% ------~' _________ : 
I I 
I I 

:, TRANSPARENCY&EXPLAINABILITY ----- 33o/co ----~- ---------- :, 
Lack of transparency around decisions 

I I 

: CONTESTABILITY ______ ______ ________ : 
: Negative customerfeedback 35% _______ __, : 
I ------ ------ I 
I I 
I I 

~---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------~ 
There is less concern about the potential impact of reduced business compet ition and unequa l access for different segments of Austra lian society. 

Base: All respondents (n=439), Planning (n=51 ), Initiating (n= 193), Developing (n= 180), Maturing (n=15) 
Q 13. Thinking about the potential impact of Al systems on Australian society, how concerned are you about the following? TOP 2 BOX 



CONCERNS ABOUT SOCIETAL IMPACTS .- . . . . . ,,. . .. . . .. .... . 
The more mature cohorts are significantly more concerned than the Planning and Initiating about a range of potentia l negative impacts of Al systems on society. 

Again, this po ints to the need for strateg ies and practices to be implemented to reduce the impact and probability of these risks materialising. 

fifth I ,,.._ .... quaarant 47 
Base: All respondents (n=439), Planning (n=51 ), Initiating (n=193), Developing (n=180), Maturing (n= 15) 
013. Thinking about the potential impact of Al systems on Australian society, how concerned are you about the following? TOP 2 BOX 

"Note: Caution, low 
base size, results are 

indicative only 



COMPETITIVE ADVANTAGE FROM RESPONSIBLE Al .- . . . . . ,,. . .. . . .. .... . 
As organisations move from the In it iat ing to Developing phase of maturity, they are more li kely to gain a significant competitive advantage through taking a responsib le 
approach to Al. 

While organisations may be tempted to make some ethica l sacrifices in order to exped ite their Al projects and keep pace with competitors, the evidence shows that 
those that invest in a responsib le Al approach believe th is has provided a significant competitive advantage . 

._,_ ,..fifth I Base: 2022: All respondents (n=439), Planning (n=51 ), Initiating (n= 193), Developing (n= 180), Maturing (n= 15) q LJaCJ rant 48 025. Thinking about your competitors, does a responsible approach to Al give your organisation ... ? 
"Note: Caution, low 

base size, results are 
indicative only 



OVERALL COST-BENEFIT OF RESPONSIBLE Al .- . . . . . ,,. . .. . . .. .... . 
Overall, more organ isations now believe the benefits of taking a responsible approach to Al outweigh the costs, with this change occurring across all maturity cohorts, 
especially those in Initiating. 

Organisations may need resources and support to quantify the benefits of designing and build ing responsible Al systems in order to build the business case and 
obta in leadership support. 

fifth I ,,.._ .... quaarant 49 
Base: 2021: All respondents (n=416), Planning (n=83), Initiating (n=140), Developing (n=160), Maturing (n=33) 
2022: All respondents (n=439), Planning (n=S 1 ), Initiating (n= 193), Developing (n= 180), Maturing (n= 15) 
026. Weighing up the costs and benefits of designing and building a responsible Al system would you say ... ? 

"Note: Caution, low 
base size, results are 

indicative only 
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OBSERVAT I ON 

At an overal l level, there has been little change since 2021 in the overall 
performance of Aust ra lian organisations in developing and implement ing 
Responsible Al systems. Performance is higher for t hose w ith the CEO 
lead ing the A l strategy. 

Compared w ith 2021 , more o rganisat ions are taking an enterprise-wide 
approach for t he development of A l wh ich is t ied to t he w ider business 
strategy across all divisions. 

Encouraging ly, awareness of Aust ra lia's A l Eth ics princip les has increased 
since 2021. There is also a high level of agreement with statements about 
how o rganisat ions have develo ped A l systems consistent w ith the intent of 
each p rinciple 

There is a signif icant gap between perceptions of how Al systems have 
been designed and how they perform, and the actions t hat have been 
taken to ensure Al systems are developed responsibly. 

O rganisations that are more mature in their deployment of Responsible A l, 
are likely to see signif icant gains in terms of competitive advantage, w ith t he 
benefits outweighing the costs. 

IMPLICATION 

The develo pment of Responsible A l systems represents a sign ificant 
organisatio nal challenge and requ ires leadersh ip commitment to 
develop appropriate culture and governance p rocesses. 

Th is helps with t he setting of st rateg ic goals and coordinating 
individuals w it hin the o rganisation to promote Responsible A l in 
terms of governance, po licy and incent ives. 

There is a cont inued opportunity to increase awareness of the A l 
Ethics Princip les amongst the less mature groups to further increase 
industry engagement on the benefits of a responsible approach to 
Al. 

Organ isatio ns need practical help and suppo rt to implement Al 
responsibly, including clea r signposting to the types of resources 
which are available, so t hat an approach can be chosen which 
works best for the organ isatio n. 

Organ isatio ns may be tempted to make some ethica l sacrif ices in 
order to exped ite t heir A l p rojects and keep pace with competitors. 
However, the evidence indicates t hat t here are sign ificant returns to 
be ga ined from investing in a responsib le approach to A l 
development, including increased competit iveness. 

51 



52

The National Artificial Intelligence Centre has worked with The Gradient Institute, with support from Fifth Quadrant, to conduct a review of responsible AI tools and 
guidelines. The purpose of the review is to help businesses put the Australian AI Ethics Principles into practice in their organisations. The full report and summary of this 
review can be downloaded from the NAIC’s website. See links below.

R E V I E W  O F  R E S P O N S I B L E  A I  T O O L S  A N D  G U I D E L I N E S

Image of full report with link to 
NAIC

Image of summary with link to 
NAIC
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IAG is using artificial intelligence to predict whether a motor vehicle is a total loss after a car accident, improving customer experience by reducing insurance claims 
processing times from over three weeks to just a few days.

I A G  P R E D I C T I V E  T O TA L  L O S S  C A S E  S T U D Y

How Predictive Total Loss Works 

Predictive Total Loss automates business processes to deliver proactive and transparent customer communications that keep customers 
informed at each stage of the motor total loss experience. It removes manual processing steps to settle customers’ claims sooner. In addition 
to the positive impact to customer advocacy, Predictive Total Loss has: 

• Put customers at the centre of th  d i   b  i i i  th  t t l l  i  t  l  ecific customer problems and 
pain points when a customer             times and improve customer 
experience after a car acciden  

• Reduced claim cycle time and           uctivity.
• Automated aspects of the tota             m tens of thousands of manual 

processes each month. This fr               improved overall efficiencies of 
the claims teams. 

Application of AI Ethics Framework 

Prior to deployment, Predictive Total Loss was evaluated using IAG’s established AI ethics framework and the Australian Government’s 
voluntary AI Ethics Principles to identify potential issues or risks prior to go-live, including:

• Human, social and environmental wellbeing: Making sure the objective of the project was to benefit IAG’s customers, with no other 
conflicting objectives, and clearly documenting this to assist with ongoing monitoring.

• Reliability and safety: Experimentation to verify that customers had a positive experience and setting conservative thresholds for 
modelling to help reduce the likelihood of wrongly predicted total losses. 

• Fairness: Careful consideration of the potential benefits and harms of the system, including the distribution of benefits and harms 
across the population.

@Chris Dolman – does this need updating/ replacing?
@Artak Amirbekyan – is there a publicly available 

Transurban case study to include?
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THANK YOU 

For more information please contact: 

Steve N utta 11 
Director, Fifth Quadrant 
E: snuttall@fifthquadrant.com.au 

Ph: (+61 2) 9927 3306 

fifth 
quaarant 
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THE RESPONSIBLE Al INDEX 
Bridging The Responsible Al Gap: 2022 

The 2022 Responsible A l Index, sponsored by IAG and Transurban, measures and tracks how well 
organ isations are designing and implementing Responsible A l systems. It is based on a survey of over 
400 executive decision makers responsible for Al development. 

The mean Responsible A l Index score for Australian-based organisations is 62 out of 100 (unchanged 
since 2021 ). Organisations where the CEO is responsible for driving the Al strategy are more mature 
than those where the CEO is not taking the lead. 

With only 3% in the maturing segment, t his demonstrates there is significant room fo r improvement, 
and raises a concern that many organisations are not yet including responsible practices and ethics 
into the design and deployment of t heir Al systems. 

62 
(mean score) 

2021: 20% 
- 6% 

14% 

Planning 
0-49 

----I 

2021: 34% 

+ 12% 

46% 

Initiating 
50-64 

• 
CEO RESPON SIBLE 
FORAI STRATEGY - 66.0 

• 
CEO NOT RESPONSIBLE 
FOR Al STRATEGY - 60.7 

2021: 38% 
- 1% 

37% 

Developing 
65-79 

Maturing 
80+ 

THE RESPONSIBLE Al MATURITY SEGMENTS 

Less 
Mature 
(0-64) 

More 
Mature 
(65+) 

• Early stages of A l deployment 
• Focussed on quickly reaping commercial benefits 

of Al automation 

• Implemented aud it ing processes for Al and/o r 
developed guidelines for responsible use of Al 

• May have lack of confidence, leadership support 
and/or knowledge of responsib le Al 

• Strong focus on the moral and ethical implications 
of using Al technolog ies 

• Strong cu ltu re of data protection and security 
• Use external specialists and advisors 

RESPONSIBLE Al STRATEGY 

Compared with 2021, more organisat ions are taking an enterprise-wide a pr. roach fo ~ t ne 
which is tied to the wider business strategy across 

Has a strategy for the development of Al that is tied 
to the wider business strategy across all divisions 

2022 

2021 

60% 

51 % 

PUTTING PRINCIPLES INTO PRACTICE 

GROWING AWARENESS OF. AUSliRALIA'S Al Elil:IICS P.RINCIP.LES 
The Australian Department of Industry, Science and Resources has developed e ight Al Ethics Princi P.les to 

ensure that Al is safe, secure and reliable. Compared with 2021, more organ isations are aware of the PrinciQles 

2022 70% 
Aware of Australia's Al Ethics Principles 

2021 57% 

There is a sign ificant gap between perceptions of how Al systems have been designed and i:2er.form, 
actions that have been taken to ensure A l systems are developed responsiblY,. 

AGREEMENT WITH STATEMENTS H-R PRINCIPLE -Sf- ACTIONS TAKEN ABOUT Al PERFORMANCE 

Our Al systems 
HUMAN, SOCIAL 
AND 

generat e 
ENVIRONMENTAL 

Have identified 

q uantifiable and assessed 
WELLBEING 81% benefits to humans, 22% the risks and 

soc iety and the Throughout their lifecycle, opportunities for 
enviro nment that Al systems should benefit human rights. 
out weigh the costs." individuals, society and 

the environment. 

HUMAN-CENTRED 
VALUES 

Our A l systems are Throughout the ir /ifecyc/e, Have rev iewed 

77% 
designed to be Al systems should be 23% 

underlying 
human-cent ered inclusive and accessible databases for 
at their core. and should not involve or potentia l bias. 

result in unfair 
discrimination. 

We have robust 
systems and 
processes in p lace FAIRNESS 
to minimise t he Throughout the ir /ifecyc/e, Have reviewed Al 
like lihood o f our A l 79% Al systems should respect 26% algorithms for 
systems causing human rights, diversity potential bias. 
unfair treatment of and the autonomy of 

individuals, individuals. 

communities or 
groups. 

PRIVACY 
PROTECTION AND 

Our A l systems SECURITY Have hired 

84% 
comply with Throughout their lifecycle, 24°/o technical 
relevant privacy Al systems should consultants or 
and securit y respect and uphold profess ionals. 
regu lations. privacy rights and data 

p rotection and ensure the 
security of data. 

RELIABILITY AND 
Our Al systems are SAFETY Have mon itored 
designed t o b e Throughout the ir /ifecyc/e, out comes f or 84% safe and to not 25% Al systems should c ust omers or 
harm or deceive reliably operate in employees. 
people_ accordance with their 

intended purpose. 

TRANSPARENCY 
AND 
EXPLAINABILITY Have d eveloped 

We are able t o 
There should be supporting 

t ransparently show 
transparency and materials to 

84% responsible disclosure to 26% explain the Al 
and explain how ensure people know when input s and 
algorithms work. they are being decision-making 

significantly impacted by 
an Al system, and can find processes. 

out when an Al system is 
enqaqinq wnh them. 

CONTESTABIILTY 
We have a timely When an Al system 

Have set up 

process in place to significantly impacts a 
recourse 
mechanisms (i.e. 

al low people to person, community, group 
80% 23% if an Al 

cha llenge t he use or environment, there 
should be a timely n egatively affects 

or out comes of our 
Al systems. 

p rocess to allow people to a member of the 
challenge the use or pub I ic). 
output of the Al system. 

ACCOUNTABILITY 

Those responsible for the 
Have engaged 

different phases of the Al 
Our leadership can the business system lifecycle should be 

85% be held account able identifiable and 23% leadership on 
for the impact of accountable for the the issues 
their Al systems_ outcomes of the Al around 

systems, and human responsible Al. 
oversight of Al systems 
should be enabled 

BENEFITS OF RESPONSIBLE Al 

resRonsible Al 

Does a responsible approach to Al give your 
organisation a significant competitive advantage? 

organisations 

Do the benefits of a designing and building a 
responsible Al system outweigh the costs for 

your organisation? 

More 
MatuN!' 

Less 
Mature 

res P.onsib le 

More 
Mature 

Less 
Mature 

significant com r2etilive 

BRIDGING THE Al RESPONSIBILITY GAP 

Quadrant, 
businesses the Australian Al 

Downloads 2022 Responsible Al Review of Too ls and G uidel ines Report 

Get your score today w ith the free Responsib le Al Se lf-Assessment Tool 
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DEPARTMENT OF INDUSTRY, SCIENCE AND RESOURCES 

MS23-000284 

To: Minister for Industry and Science (For Decision) 

REQUEST FOR NATIONAL SCIENCE AND TECHNOLOGY COUNCIL (NSTC) TO 
COMMISSION RAPID REPORT ON ARTIFICIAL INTELLIGENCE 

Timing: Urgent. 

Recommendation: 

1. That you sign the letter to the Chief Scientist at Attachment A requesting the NSTC to 
commission a rapid response report on the opportunities and impacts of Artificial 
Intelligence (Al). 

Signed / Not signed 

Minister: Date: 

Comments: 

Clearing Officer: s22 

Contact Officer: s22 

For Parliamentary Services' use only. 

Head of Division, 
Technology and 
Digital 
General Manager, 
Emerging 
Technologies Branch 

Date Submitted to the Minister's office in PDMS: 

Key Points: 

s22 

s22 

16/2/2023 

1. OpenAl's launch of ChatGPT in November 2022 has seen growing community 
awareness of generative Artificial Intelligence (Al}, and the opportunities and risks 
associated with widespread use of the technology. In particular, media coverage has 
focussed on job security and concerns about the integrity of academic credentialing. 

2. s34 

3. s34 you have the 
opportunity to ask the National Science and Technology Council (NSTC) to commission 
a rapid response report on the opportunities and impacts of Al. 

OFFICIAL 
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s34

OFFICIAL 

4. Following discussions with your office, we recommend you direct the NSTC to provide 
expert advice to the following two questions: 

a. What are the opportunities and risks of applying large language models and 
multimodal machine learning technologies over the next two, five and ten years? 

b. What are some examples of strategies that have been put in place internationally by 
other advanced economies since the launch of models like ChatGPT to address the 
potential opportunities and impacts of Al? 

5. Based on these questions, Professor Genevieve Bell has provided the expert insight as 
to three things the response is likely to focus on: 

a. "A short description of what generative Al actually is {ie: what is ChatGPT and why it 
is part of a broader set of work) 

b. What is the emergent opportunity space, and current moves globally. {I think it is far 
harder to predict what this space will look in the 2-10 year area, as my best guess is 
that we are in the middle of the Gartner hype curve ascent right now, and everyone 
is a bit exuberant). 

c. And what are the emergent responses {again bearing in mind the above)." 

6. If you agree to this request, we have prepared a letter for your signature at Attachment A 
to Australia's Chief Scientist, Dr Cathy Foley, who is Executive Officer for the NSTC. 

a. The next meeting of the NSTC is currently scheduled for 30 March 2023 and the 
agenda will include discussion of its forward workplan. 

Rapid Report: 

7. A rapid report typically takes four to six weeks to develop and deliver to the department 
upon receipt of your request. They provide a short {no more than 1500 words) review 
into specific areas, commissioned independently and peer reviewed by experts. 

8. NSTC reports are typically commissioned to only provide advice, rather than policy 
recommendations. Upon delivery of the report to the department, the decision to release 
publicly will be made in conjunction with your office. 

9. Professor Genevieve Bell is best placed in the NSTC to sponsor this report. 
These questions have been sent to her for her expert opinion. 

Sensitivities and Handling: 

10. 

Data referenced: Nil. 

Consultation: YES 

11. Office of the Chief Scientist, Science Division. 

OFFICIAL 
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ATTACHMENT 

A: Proposed letter to Dr Foley to commission the Al rapid report 

OFFICIAL 
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THE HON ED HUSIC MP 
MINISTER FOR INDUSTRY AND SCIENCE 

Dr Cathy Foley AO PSM 
Australia's Chief Scientist 
GPOBox2013 
CANBERRA ACT 2601 

Dear Dr Foley 

MS23-000284 

I am writing to ask the National Science and Technology Council (the Council) to commission 
a rapid response report on recent developments in Artificial Intelligence (AI). 

In particular, I welcome the Council's views on large language models and multi modal 
models, such as ChatGPT, Bard and Stable Diffusion. I am seeking the Council's expert advice 
and opinion in response to the following questions: 

1. What are the opportunities and risks of applying large language models and multimodal 
machine learning technologies over the next two, five and ten years? 

2. What are some examples of strategies that have been put in place internationally by 
other advanced economies since the launch of models like ChatGPT to address the 
potential opportunities and impacts of AI? 

I would appreciate the delivery of this advice to my department by the end of April 2023. 

Yours sincerely 

EdHusicMP 

Parliament House Canberra ACT 2600 Telephone (02) 6277 7070 




